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SUMMARY

Lightweight intermetallics and ceramics have attractive high

temperature properties but are mostly brittle and may be subject to oxidation.

The primary intent of this research was the development of such materials

having an acceptable combination of toughness and oxidation resistance. The

research was closely coordinated with the DARPA/ONR URI program at

UCSB concerned with high temperature, high performance composites.

The study comprised three tasks. The first task was to study phase

equilibria, solidification pathways and toughness properties of intermetallics,

such as oxidation resistant Ti-Al-Ta and Nb-Al-Si alloys, and ceramics. These

studies were then combined with interface interaction studies between the

matrix microstructure and ductilizing/toughening particulates and fibers.

* The second task was a basic study of interface structure and chemistry as it

relates to the mechanical properties of the interface.

* The third task involved studies on aluminum and copper matrix

composites. These studies were concerned with the understanding of creep

resistance. The aluminum matrix composites were prepared by a new process

• developed in this contract for direct infiltration of fibers and particulates by

liquid aluminum alloys. Uniform fiber/particulate distributions were

obtained and related to interface interactions and mechanical properties. The

0 latter involved consideration of the separate and the coupled effects of

dispersoids and reinforcements on creep and flow strength.

0
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1. Phase Equilibria and Solidification Pathways in
Intermetallics

A major portion of the 1100*C isothermal section of the Ti-Al-Ta phase

diagram has been determined based on experimental work on annealed bulk

alloys and diffusion couples. Significant inconsistencies were found with

previously reported diagrams for the same system. It was established that the

T1 phase field, which terminates at the line compounds TaA 3 and TiA13 on

the binaries, exhibits hyperstoichiometric solubility of Ta and Ti in the

ternary system, in agreement with similar findings on the Ti-Al-Nb system.

It was also found that the a and y phases exhibit substantial ternary solubility.

Furthermore, a ternary phase with composition near Ti2TaA1 was reported,

but its phase boundaries and relationship with the other fields in the ternary

system remains to be clarified.

Diffusion couple studies performed in the course of evaluating the

phase diagram were also useful in determining the interdiffusion coefficients

of Ta and Al in the 0 phase. This information has been used for the studies

on phase stabilities and interface interactions with reinforcing phases within

other DARPA sponsored programs.

Ti-Al-Ta alloys were also subjected to rapid solidification processing

using an electromagnetic-levitation/splat-cooling technique. Rapid

solidification of Ti-36AI-38Ta, Ti-34A1-39Ta and Ti-44A1-4Cr-29Ta melts

resulted in the formation of a metastable ordered B2 phase, which converted

to the stable a and y phases upon annealing at high temperature. On the

other hand, no metastable phase was formed in a Ti-46AI-29Ta alloy.

Work on Nb-Al-Si alloys was motivated by a recent finding that under

appropriated processing conditions certain alloys in this ternary system form

adherent protective oxides at high temperatures enhancing oxidation

0
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resistance. Furthermore, the solidification microstructures affect this

oxidation behavior profoundly, especially since low diffusion rates inhibit

homogenization of the as-cast structures at temperatures and times of

practical utility. A comprehensive program was thus carried out to first

evaluate the equilibrium phase diagram of the system and compare same

with experimental data in this program. Second, a ternary alloy solidification

model was combined with the phase diagram information to predict the

solidification "path" of a number of alloys in the Nb5 (Si, Al) 3 composition

range. In a corollary experimental study, arc-buttons of the alloys were cast

and the as-solidified structures characterized by analytical electron microscopy

and high temperature X-ray diffractometry. Microsegregation profiles,

volume fraction and distribution of the various phases were determined and

compared to the calculations. Good agreement was obtained between theory

and experiment.

In a related study the niobium-based alloys Nb-7.2A1-59.7Si, Nb-35A1-

27Ti and Nb-20Ti-21.3Si were supercooled and splat quenched using the

levitation-splat cooling technique. The Nb-35A1-27Ti alloy formed an

ordered B2 phase upon rapid solidification, while the formation of the brittle

(NbTi)5 Si3 phase was suppressed upon supercooling of the Nb-20Ti-21.3Si

alloy.

2. Matrix Toughening

Process zone and bridging zone mechanisms of matrix toughening

have been studied. In particular, short crack effects that arise with process

zone toughening have been calculated. These calculations reveal that

interaction effects occur between process zones at the two crack tips leading to

a reduction in the magnitude of the fracture resistance. The results also
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indicate that the strength does not scale simply with the toughness. These

solutions thus have important implications for the combined optimization of

strength and toughness.

A related investigation of ceramics toughened with whiskers has

established both the prevalent contributions to toughness, as well as the

realistic toughening potential. The two principal toughening contributions

derive from the extra surface energy associated with debonding along the

amorphous phase at the interface and energy dissipated as acoustic waves

when the whiskers fail in the crack wake. These contributions can lead to

toughness of order Kc - 10 MPa-mii. Much larger toughness values could be

induced by encouraging frictional dissipation by sliding and pull-out along

debonded interfaces.

3. Creep Strengthening

The effects on flow and creep of high aspect ration reinforcements have

been explored by conducting experiments on an AI/Mg alloy reinforced with

chopped A120 3 fibers (20% by volume). These experiments have been

coupled with plane strain calculations of steady-state flow using incremental

plasticity. The reinforcements have been shown to lead to an anisotropy of

flow strength between tension and compression, caused by damage in the

form of multiple cracks in the fibers. The strengthening in compression (no

damage) is substantial and apparently consistent with that predicted by

plasticity calculations. The important role of high aspect ratio is thus

confirmed. This material also has good toughness and ductility (-6%) because

of the high ductility of the matrix alloy, but fracture models have yet to be

produced.
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A related study concerns processing routes for oxide-dispersion

0 strengthened copper alloys. The oxides of Y, Zr and the rare earths offer

alternatives to the conventional y-A120 3 dispersoids used in ODS copper.

These oxides have flourite-related structures and exhibit interfacial

* characteristics that should lead to an improved ability to pin dislocations.

However, these dispersions cannot be produced by conventional internal

oxidation, since the alloying elements are not soluble in Cu matrix, but

0 instead precipitate as intermetallic compounds. On the other hand, the

intermetallics are much less stable than the corresponding oxides and readily

react with the inward-diffusing oxygen releasing Cu and precipitating the

* oxide. The extent of the reaction and the fineness of the oxide dispersion

depends on the intial scale and distribution of the intermetallic, which can be

optimized by rapid solidification processing. To explore this opportunity,

0 powders of a Cu-2wt%Y alloy were produced by ultrasonic ga,- atomization at

the National Institute for Standards and Technology, giving segregate

spacings on the order of I to 2w.,n. Y20 3 dispersoids on the order of 20nm and

0 -3 percent in volume fraction were subsequently produced by internal

oxidation.

0I
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ABSTRACT

An aluminum alloy composite reinforced with chopped A120 3 fibers

randomly oriented in a plane has been produced by a modified squeeze casti-,-

process and its mechanical behavior compared with the corresponding behavior of

the matrix. The specific characteristics of the compositing process have been

examined vis-a-vis the characteristics of liquid metal infiltration into the cavillaries

of the fiber bundle. The flow stresses in the as-cast composite have been correlated

with predictions based on continuum plasticity. Fracture of the fibers has also been

characterized and interpreted using a weakest link statistical model, in conjunction

with trends in the stress in the fibers. Changes in the composite flow stress caused

by such fractures have been addressed. Finally, residual stress effects have been

analyzed.

KJM-Evans-3Tech Art.F-G.TA-Flw Frc Al 12/12/88.10:54 AM.7/6/89 2



1. INTRODUCTION

Potential applications for metal matrix composites range from reciprocal and

turbine engines to aerospace and space structures. Yet, significant commercial

applications have not been realized due to the high cost of these materials and lack

of predictable data-base for the practicing design enginee.. Resurgence of interest in

this field has evolved from a number of recent developments. First, a new

approach for the design of composites based on micromechanics is emerging, and

second, the availability of lower cost reinforcements coupled with simple processing

techniques (e.g. squeeze casting) permit production of tailored microstructures based

on these design principles. In this paper we review and elucidate current

understanding of large scale discontinuous reinforcements on the mechanical

behavior of a ductile metal matrix. The predictions are then compared with

experimental findings on Al-4%Mg alloy matrix composite reinforced with
-0

duPont's FP cz-A1203 discontinuous fibers randomly oriented in a plane. The

compositing is done by a modified squeeze casting process that permits three

dimensional liquid metal infiltration without significant disturbance of the loosely
0 packed fiber preform.

The mechanical behavior of metal matrix composites involves

* considerations at two distinct size scales of the reinforcing phase. At one scale, small

dispersoids interact with individual dislocations and cause Orowan hardening.

Such dispersoids induce strengthening when present as a few volume percent and

• with spacings of order 10-100nm, in accordance with a uniaxial flow stress,1

=Atb/+as1

KJM-Evans-3.Tech Art.F-G.TA-Flw Frc Al 12/12/88-10:54 AM.7/6/89 3



where g is the shear modulus, b is the Burger's vector, I is the average separation

between dispersoids on the slip plane, A is an obstacle strength parameter, usually

taken to be =-2 and as is the contribution from other dislocations mechanisms.

Dispersoid strengthening can be substantial. Also, appreciable ductility is retained.

However, the elastic stiffness is essentially unaffected because the volume fraction

of particles, f, is typically small.

At a larger scale, discontinuous elastic reinforcements perturb the flow of the

matrix and cause hardening in accordance with continuum plasticity considerations.

Significant strengthening occurs, accompanied by a related increase in elastic

modulus, when the reinforcements are incorporated in substantial volume

I fractions. The fully plastic uniaxial composite flow stress, Y", at a macroscopic plastic

strain 6 p has the form 2 -5

I = B (f, S, N)s (EP) (2)

* where as is the uniaxial flow stress of the matrix at plastic strain Ep, and N is the

hardening exponent in the flow law,

a s = ao0p/F o) N
(3

* with (y0 being the uniaxial yield strength, eo the yield strain, N the work hardening

exponent; f is the volume fraction of the reinforcement: B is a non-dimensional

function that depends strongly on reinforcement shape S, as well as on f and N. The

* composite flow stress for proportional loading is thus elevated upon the matrix

KJM-Evans-3.Tech Art.F-G.TA-FIw Frc Al 12/2/88.10:54 AM7/6/89 4
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level by a fixed ratio when fully plastic conditions exist in the matrix, such that the

extra strength of the composite is governed exclusively by that fraction of the load

capable of being supported by the reinforcements.*

Trends in B have previously been computed for spherical reinforcements 2

and aligned discontinous rods and plates4 , and in a companion study5 have been

estimated for randomly-oriented plates. Experience with the application of

continuum plasticity solutions indicates that Eqn. (2) should describe reinforcement

behavior when the reinforcement diameter exceeds the dislocation cell size6: that is,

when the reinforcements are large. Large reinforcements typically have a

detrimental influence on ductility/toughness because they either debond from the

matrix or crack at moderate plastic strains, resulting in holes that grow plastically to

cause rupture.

An intermediate behavior has also been postulated in which the highly local

gradients in strain that develop around the reinforcements cannot be relieved by

dislocation generation. The associated local deficit of dislocations results in a

hardening that exceeds the above plasticity predictions. 6- 9 In this region, linear

and/or parabolic hardening behavior has been suggested as plausible. For example,

the predicted linear hardening relation has the form 7

E = as+cfgP (4)

where c is a coefficient that depends on reinforcement shape.

Microstructural characteristics that govern the relative applicability of the

above approaches to metal matrix composites have yet to be rigorously specified.

The present study is one of several having the express intent of critically examining

** At small plastic strains, a transient elastic/plastic response occurs in which I is smaller than
predicted by Eqn. (2).

KJM-Evans-3,Tech Art.F-G.TA-FIw Frc Al 12/12/88.10:54 AMo7/6/89 5



this issue for Al alloys containing micrometer-sized reinforcements. Consequently,

*- the material system chosen to conduct this study is an Al-4% Mg solid solution

matrix reinforced with chopped polycrystalline A120 3 fibers randomly oriented in a

plane. This system was selected for a variety of reasons. Firstly, precipitation

* hardening in the matrix can be avoided. Such hardening can be problematic because

the hardening characteristics in the matrix of the composites typically differ from

those in matrix-only material10 , resulting in an ill-defined matrix reference stress.

* Secondly, interface debonding during deformation is minimized by selecting a

system, Al/A120 3, that resists debonding even at large plastic strains 11 , thereby

reducing unpredictable effects of debonding on the flow behavior of the composite.

• Finally, the use of high aspect ratio chopped fibers, randomly oriented in a plane,

prov- AIes a rigorous test of the hardening calculations.

It has been broadly appreciated that residual stresses exist in metal matrix

• -omposites and that this stress may superpose on the applied stresses, causing

tension and compression asymmetry 12. Both tensile and compressive testing are

thus used, and residual stresses are analyzed.

2. COMPOSITE PROCESSING BY INFILTRATION

Liquid metal processing of metal matrix composites containing large-scale

discontinuous reinforcements can be divided into two general categories; those in

which particles, whiskers and fibers are introduced into a melt or partially-solid

0 .slurry, and processes wherein a liquid metal infiltrates particulate assemblies, fiber

bundles and/or sintered preforms. There are a number of variations in the latter

category, vis-a-vis the use and magnitude of pressurization. The "wetting"

characteristic of the ceramic by the liquid alloy is an important parameter since it

effects infiltration by capillary action and/or externally applied pressure. The

KJM-Evans-3.Tech Art.F-G.TA-FIw Frc Al 12/12/88-1O:54 AM.7/6/89 6
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variables influencing "wettability" include surface and interfacial energies, which

are in turn influenced by alloy composition, ceramic material, surface treatments,

surface geometry, interfacial interactions, atmosphere, temperature and time.

The minimum pressure, AP, for metal entry, initiation of infiltration, into

the capillaries of a porous fiber preform is given by:

AP = -2 7LVIr cos e [5

where YLv is the liquid-alloy/ceramic preform interfacial energy, 0 is the contact

angle, and r is an average minimum radius of the capillary - which depends on the

preform geometry. For a two-dimensional square fiber array (used to simulate

random planar orientation of discontinuous A120 3 fibers) and unidirectional metal

flow normal to the plane of the fibers:

r = R [ (/2f) 11/ 2  11 [6]

where R is fiber radius. The surface energy of pure liquid aluminum as a function

of temperature is given by the following relationship1 3:

YLv = [0.914 - (T - 933) x 3.5 x 10-4] Jm-2  [71

Where T is the temperature in degrees K. At a processing temperature of 1100K, YLv

- 0.85 J/m 2. Sessile drop experiments for aluminum on A120 3 indicate a contact

angle 0 of about 1400 at 1100K 14. Thus, the calculated pressures to overcome

capillary forces at the initiation of infiltration (unidirectional flow) are -72 and

-100kPa for 10gm radius A120 3 fibers arranged in a two dimensional array when f =
0.2 and 0.3, respectively. However, YLv decreases with the addition of solutes (e.g.

KJM-Evans-3.Tech Art.F-G.TA-FIw Frc Al 12/12/88.10:54 AM.7/6/89



Mg) to the melt. Furthermore, e values as low as 83 to 93 degrees have been

* reported for Al-3%Mg on Al20 3 , at 1073K15. However, these are for contact angles

under vacuum or very low partial pressures of oxygen.

Analagous results derived for uni - and multi-directional infiltration of

• square and hexagonal arrays of parallel fibers 16, suggest that the pressures needed to

overcome capillary forces, and initiate unidirectional infiltration, are 153 and 135

kPa for square and hexagonal arrays, respectively, when f = 0.2. Lowest pressures of

* infiltration were predicted for these geometries when flow was three dimensional 16 .

Spontaneous infiltration is predicted for contact angles less than 90 degrees.

The pressure drop necessary to overcome viscous flow resistance in the

• preform can be similarly calculated using the Blake-Kozeny relation 1 7 .

Calculations 18 and measurements 19 for laboratory sized specimens show that these

pressures are of the same order as those necessary for infiltration initiation.

Infiltration times are proportional to the applied external pressure while the

pressure itself is inversly proporational to the square of the dimensions of the

interstices in the preform. A further complication arises when the preform is below

the melting temperature of the alloy, whereupon concurrent solidification in the

interstices has to be taken into account.

3. SOME BASIC MECHANICS

3.1. FLOW STRESS

From continuum plasticity considerations the flow stress of a composite

* containing discontinuous reinforcements when the matrix is fully plastic is a direct

multiple B of the matrix flow stress, Eqn. (2), such that B depends on volume

fraction, shape, spatial arrangement and hardening coefficient, but is independent of

* reinforcement size. There are relatively few computations of B, but available

KJM-Evans-3.Tech Art.F-GoTA-Flw Frc Al 12/12/88-10:54 AM-7/6/89 8



solutions indicate general trends. In particular, B is known to be sensitive to aspect

ratio 4,5 . It is also known that the effects of reinforcements on flow stress become

larger as N increases 2,5 . Specific results have been obtained using two approaches:

the self-consistent method 2 ,5 and finite elements 4. The self-consistent method takes

* only approximate account of interaction effects between reinforcements, but has the

advantage that averaging over a range of orientations and aspect ratios is relatively

straightforward. Currently practical finite element calculations make use of periodic

0 boundary conditions and are limited to reinforcements having regular spatial

arrangements. An advantage is that interactions between reinforcements are

rigorously incorporated (subject to the periodic nature of the arrangement).

The available solutions for equiaxed reinforcements indicate relatively small

effects on the flow stress, even when the volume fraction f and N are large.2 ,4

However, plates and rods have much larger effects 4 ,5 because of the plastic

constraint induced around the reinforcements (Fig. 1). General trends with aspect

ratio, volume fraction and orientation are summarized in Fig. 2. The flow stress is

also strongly influenced by the spatial arrangement 4 . In general, therefore, a

0 material will have hard and soft regions governed by the spatial distribution. The

overall flow behavior of the composite will be some average between these regions.

Of particular interest for present purposes are the trends with aspect ratio for

reinforcements randomly oriented within a plane (Fig. 3). It is apparent that the

trend is non-linear such that very large increases in flow stress can exist at high

aspect ratio. The enhanced strength of the composite over that of the matrix reflects

large stresses that develop in the fiber, leading to the incidence of fiber cracking*.

Such cracking diminishes the flow stress below that given by Fig. 3, because of the

corresponding reduction in effective aspect ratio. It is of particular interest to

* Note that plain strain calculations are for plate reinforcements while experiments were carried out on
preforms composed of planar random array of discontinuous fibers.

KJM-Evans-3.Tech Art.F-GTA-FIw Frc Al 12/12/88.10:54 AM.7/6/89 9



examine trends in fiber cracking with fiber orientation. For this purpose, it is noted

that the self-consistent method ased to evaluate orientation effects on composite

flow behavior does not give a direct solution for the stresses, (TI, that develop in the

fiber. However, approximate trends can be deduced from the orientation

dependence of C-I , calculated for an elastic matrix (Fig. 4).5,20 This result suggests

that

( Cy = max[Cos2p -(1/4)sin23] (8)

where (ymax is the maximum stress in the fiber at I = 0 (see Fig. 4).

3.2. RESIDUAL STRESSES

* Previous analyses of residual stresses in metal matrix composites reinforced

with chopped fibers/whiskers have been strictly elastic and based on the Eshelby

method 12,20 . On the other hand, matrix yielding will reduce the residual stresses in

* the reinforcements below those expected for an elastic matrix. Important insight

regarding the magnitude of the residual stresses upon matrix yielding can be gained

by calculating bounds, represented by spheres and aligned fibers, for a non-

* hardening matrix. The residual stresses within elastic inclusions in an

elastic/plastic matrix are readily derived by matching the elastic/plastic solutions for

holes subject to internal pressure 21 with elastic solutions for inclusions under

• external pressure.

For the case of spherical inclusions (Fig. 5), stresses in the inclusion are

uniform and related to the displacement of the outer surface of the inclusion, u I
r'

* by;

KJM-Evans-3-Tech Art.F-G.TA-Flw Frc Al 12/12/88.10:54 AM7/6/89 10



*I (1- 2v)pR
r EI (9)

where R is the inclusion radius, p* is the pressure in the inclusion, EI and VI are

elastic modulus and Poisson's ratio of the inclusion, respectively. In the matrix, the

radial displacement of the inner surface and stresses are coupled through the plastic

zone radius, C (Fig. 5), such that21

Um (1Vm) (1-2Vr ) 1- f -2(1- 2Vm)nr Em L m)- m3m (10)
0

where Em and Vm are the elastic modulus and Poisson's ratio of the matrix, f, is the

volume fraction of inclusions and (yo is the uniaxial yield strength. Furthermore, C

is related to p and yo by2l

* /(To = 2n C+ 2

* Imposing continuity of radial displacement at the interface gives,

Um UI = AaATRr r (12)

where Acz is the mismatch in thermal expansion coefficient and AT is the cooling

range, e.g. from the processing temperature. Consequently, for systems in which

* p is compressive stress and negative

KJM-Evans-3.Tach ArtF-G.TA-FIw Frc A( 12/12/88.10:54 AM.7/6/89 11



yielding occurs progressively upon cooling, Eqns. (9), (10) and (11) yield the non-

dimensional relation

P / o = gs(EmATAct / o,f) = gs(A oaAT/Eo,f) (13)

where gs is the function plotted in Fig. 6a. Clearly, p/; ° reaches a maximum when

the plastic zones that emanate from neighboring inclusions overlap: this occurs

* when the ratio of the thermal strain to the yield strain, AcAT/Eo, is in the range 2-

4. The maximum value for p/(yo is given by

•0
(L =a- -2n f

0ljmax (14)

* The corresponding plane strain solution for the case of a continuous aligned

cylindrical fiber has also been solved. The displacement of the outer surface of the

fiber and the stress are related by2 2

(1- 2vI)(1 + v)pR
EI 

(15)

For the matrix, numerical results by Hill and his collaborators 22 can be expressed as,

ur=h(Yo'R )  (16)

and

P /(Y = In C+ 1l- Cf*a 0=e R i2( R2(17)
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where h is a function. Consequently, by again imposing continuity of radial

displacement at the interface, (Eqn. 12), the following non-dimensional relation

ensues,

0
p / ao = gc(ATAa / eo, f) (18)

where gc is the function plotted in Fig. 6b. Again, p/0 reaches a maximum value.

given by

(p (P/Oo)max -  fn f
2 (19)

Comparison with Eqn. (14) indicates a relatively small difference between spheres

and aligned fibers, suggesting that the above results should also have good

applicability to short fibers.

Having knowledge of the compressive stress p in the inclusions, it is now

* possible to estimate the effects of the residual stress on initial plastic flow. The

corresponding tensile normal stress in the matrix has an average value

* (YR) _ fp/(1-f)(2am (20a)

A simple upper bound estimate of the effect of this stress on initial flow stress of the

composite involves the superposition of onto the matrix flow stress. The

initial tensile flow stress of the composite is thus
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= m(1 - f) + faf + fP

a -L+fp (20b)

where ;f is the stress in the fiber in the absence of residual stress.

* The corresponding initial compressive flow stress is

XR = E-fp (20c)

The upper bound asymmetry in initial flow stress between compression and

tension, AXR, is thus

AYR = 2fp (20d)

The effects of plastic strain on p are presently unknown, but it is expected that AYR

will diminish with increase in plastic strains and approach zero at strains of order

3AaAT.

3.3. FIBER CRACKING

The incidence and preponderance of fiber cracking are governed by the net

axial stress on the fiber prior to cracking, a1 , and by the weakest link statistics of fiber

fracture, as represented by;23
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(= 1- exp f~ a'~ I (z)dz](1
[-0 (21)

where 0 is the fiber failure probability, to is a reference length (1m), S is the scale

parameter, m is the shape parameter and a z is the local axial stress in the fiber. The

fiber cracking phenomenon having greatest interest in the composite is multiple

* cracking, which degrades the flow stress and contributes to ductile rupture. To

address this behavior, the problem of cracking between two previously formed

cracks is analyzed (Fig. 7).

Cracks in the fiber modify the local axial stress distribution over a slip length,

f. These stresses are estimated using a shear lag procedure with the shear stress at

the interface governed by the shear yield strength of the matrix, 1 =

0 Then, within the slip length z < t,

(/)/(o (22)

Furthermore, by equating a z to ai, and Z to e, the slip length is given by;

* e/R (i=/2) (a/a 0 ) (23)

The statistical problem is solved by applying Eqn. (22) to Eqn. (21) in the range

* - e < z < t and imposing a constant stress 0i elsewhere, such that
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(d-2) 2m+1 °m e-t(--_- ) zm dz
-Som'1o 3 m/2t Sm Rm o

Srn(d - 21) 2 m+lim+ 0 o m

Sm  (m+1)3m/ 2  Sm Rm (24)

where d is the crack spacing. Then, inserting t from Eqn. (23), gives:

-en (1- (D) = (al / S°) m [d / ° - r 3m(a I / a ° )(R / t ) / (m + 1) ]  (25)

* Rearranging to give the crack spacing yields

d / R = [-tn(1 - cD)](So / aj)m(to / R) '+/--3m(aI / ao) / (m + 1) (26)

Additional progress requires recognition that, for the present model, there is no

further increase in the stress on the fibers when d - 21 and the crack spacing

* saturates. The saturation spacing, dss, is estimated by equating d to 21 in Eqn. (26),

using Eqn. (23) to eliminate (O1 and then setting d to dss. This procedure gives;

0 ds/ R = {(m + [-& (1 - 'I)](t / R)(V3S0 / ao)I /() (27)

The distribution in dss arises because of the random sequence of cracking events.

Combining Eqns. (26)and (27) gives;
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d = ____ __ ( 1s m+'(o)

R m+1 (y, RYI) (m+1)3m/2 (28)

This result is valid in the range d > 21, i.e., d/R > Taji/(Y° (Eqn. 23). Within this

range, the trend in d/R with (i/ao predicted by Eqn. (28) is plotted on Fig. 8 for

several choices of dss/R, using a typical value of m applicable to fibers (rn = 3). To

interpret Fig. 8, it is necessary to appreciate that dss/R is governed primarily by the

* fiber strength S o and the matrix yield strength, as expressed by Eqn. (27). It is then

apparent from Fig. 8 that d approaches d,, over a relatively narrow range of stress,

such that the second term in Eqn. (28) dominates. It is also important to note that

* the stress (, depends strongly on the aspect ratio and on the orientation of the fiber

(Eqn. 8); notably,

d / R = (dss/R)m+l m 2 ((ao/ ama)m [cos 2 p_-(1/ 4)sin2 ]m

L(m +1) 3(29)

0 This solution can be used to correlate experimental trends and gain insight about

the properties of the fibers in the composites.

* 4. EXPERIMENTAL PROCEDURE

Composite processing by pressure infiltration was conducted using a modified

0 squeeze casting technique to permit three dimensional melt infiltration of the

preform. The usual melt infiltration processes, utilizing a ram or gas pressure,

employ one-dimensional melt flow into a preform. As previously noted, an

external pressure of -70 to 150 kPa is needed to initiate infiltration. Furthermore,
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additional pressure of the same order is required to overcome the viscous flow

0 resistance within the preform. Consequently, loosely packed fibers experience

compression with attendent fiber damage, as well as excessive fiber to fiber contact

in some regions and matrix only areas in others. In order to minimize these effects

* in the present study the preform was surrounded with a relatively rigid porous

ceramic filter, (Fig. 9), which serves three functions. Firstly, it enables the melt to

enter the preform from its sides as well as the top, reducing the pressure for

0 infiltration initiation 16 , and allowing preform deformation to be relatively uniform.

Secondly, since the die is not evacuated entrapped air is located in the lower filter.

Finally, the ceramic filter removes oxides entrained in the melt.

The Al-4wt%Mg alloy was prepared by conventional melting practice,

including degasing, using 99.98% purity Al and Mg. Melting was done with an

induction power supply. The alloy was superheated -125K above its liquidus

temperature prior to introduction above the filter/preform assemby in the lower die

(Fig.9).

The preforms consisted of duPont's FP a-A12 0 3 discontinuous fibers

randomly oriented in a plane (Fig. 10). The as-received preforms contained some

organic binder with a very small fraction of SiO 2 . The porous ceramic filter

containing the preform was preheated to -1023K in a resistance furnace, to burn-off

the organic portion of the binder, prior to introduction in the lower die half. The

dies were also preheated to -573K.

The ram speed in the hydraulic press is controlled between 5 and 12 mm/sec

through a hydraulic bypass especially designed for this purpose. The press is capable

of generating -100 MPa pressure, which was maintained on the composite until

complete solidification of the alloy.
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* 5. MECHANICAL TESTING

5.1. PROCEDURES

Tension and compression tests were conducted in a hydraulic machine using

standard specimen configurations*. Specimens were prepared by water jet cutting

from the original casting and then polishing to eliminate surface damage.

Composite and matrix-only specimens were obtained from the same casting by

confining the fiber preform to the central portion of the die to permit solidification

of matrix-only regions adjacent to the composite. This was done to minimize the

effect on properties of variations in the matrix composition between composite and

• matrix castings. Axial displacements were monitored on the gauge length by

attaching an extensometer. Alignment in the case of tension tests was achieved by

using hydraulic grips. For compression tests, alignment was provided by a

* hemispherical loading platen.

5.2. RESULTS

• The basic engineering stress/strain curves obtained on the matrix material

and the composites are shown on Fig. 11a. As expected, the composite exhibits the

greater flow strength and a reduced ductility in tension. The anticipated differences

0 between tension and compression are also in evidence. For purposes of comparison

with models, the true stress and the plastic strain are obtained from the data and

plotted on Fig. 11b. A comparison of the flow characteristics of the matrix, with and

0 without reinforcements, is made by microhardness measurements. Load levels are

used that allow the impression to be fully contained within interstices between the

ASTM standard B557M
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fiber reinforcements. Such measurements confirm that the matrix exhibits a

consistent hardness.

6. CHARACTERIZATION

The characteristics of the A12 0 3 reinforcements, fiber orientation and

microstructural homogeneity, have been investigated by deep etching, -100.tm of

the matrix, electro-etching with 20% perchloric acid in methanol, to expose the

fibers (Fig. 12). These microstructures verify the orientation of the fibers in the

composite and absence of fiber damage from the infiltration process. The majority

of fibers are oriented within a plane (> 90 % within + 50) and orientations within

that plane are essentially random. There is also evidence of remanent binder (SiO 2 )

on some of the fibers. Specimens removed from different locations of the

composite were analyzed for volume fraction of fibers, giving f = 0.19 with no

* detectible spatial variation.

Complete dissolution of the matrix in a solution of 30% hydrochloric acid in

water permited extraction of the fibers for aspect ratio determination. A distribution

of aspect ratios ascertained by optical microscopy with computer assisted imaging of

the extracted fibers is summarized in Fig. 13. Some of the larger fibers tend to crack

during this process and this biases the distribution to lower levels than actual.

The damage processes that occur in the material upon mechanical testing

have also been characterized by using scanning electron microscopy (SEM). For this

purpose, cross sections of the gauge length have been prepared by polishing. Some

typical features are depicted in Fig. 14. The most prominent characteristics are the

fiber cracks that occur in materials subjected to tensile loading. Blunting of the fiber

cracks at the matrix/A12 0 3 interface is clearly noted, as well as crack correlation

between neighboring fibers. The cracks are evident at orientations 0 with the load
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axis up to about Ir/4. The crack spacing diminishes as the plastic strain increases, but

* tends to saturate (Fig. 15). Some fiber cracks are also evident in specimens tested in

compression, especially in those fibers having axis nearly normal to the stress axis.

Also, some axially-oriented fibers exhibit buckling related failures. However, the

• fraction of failed fibers is relatively small.

After the specimens have been tested, the change in fiber aspect ratio induced

by cracking has been ascertained by again completely dissolving the matrix. The

• modified aspect ratio distribution for the tensile specimens tested to rupture is

plotted on Fig. 13.

Observation of fracture surfaces (Fig. 16) provide additional information. The

matrix fails by necking to a ridge, confirming the high ductility of the cast Al-4%Mg

alloy. Exceptions are noted in isolated areas (arrowed in Fig. 16) where zones of

radial cracking are attributed to the presence of remanent SiO 2 binder which locally

degrades the matrix ductility. A small fraction of the a-Al + Mg 2A13 eutectic (-0.023

is expected in the as-cast structure of the Al-4wt%Mg alloy calculated using Scheil's

Eqn 25) preferentially segregated to the matrix/fiber interface may also be responsible

for the radial cracks. Some debonding between the fibers and the matrix is also

detectable. Finally the fracture plane in Fig. 16 shows a much greater volume

fraction of fibers than on the polished section (c.f. Fig. 14). The cracking process thus

appears to preferentially folk, w the location of the fibers.

Elemental X-ray maps on polished cross-sections showed no sign of Mg

enrichment. This lack of interaction is attributed to the limited time that the fibers

are in contact with the melt for the present process. This feature is in contrast to

that found upon incorporation of fibers into agitated partially-solid or completely-

liquid aluminum alloys 14, 24.
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7. COMPARISON BETWEEN EXPERIMENT AND THEORY

7.1. FLOW STRESS

The difference between the compressive and tensile flow stresses AX, Fig. 17,

is first addressed. There are two possible contributions to this difference: the

residual stress and fiber cracking. An upper bound estimate of the contribution of

residual stress AIR may be obtained from Eqn. (20d). The relevant magnitude of p

is assessed by noting that the ratio of the thermal mismatch strain to the matrix

yield strain is -6.6, indicative of a fully plastic matrix (Fig. 6, f = 0.19). Furthermore,

at the plastic strain level induced by thermal mismatch, (- 10-2), the matrix flow

stress is - 90MPa. Consequently, by using Eqn. (13) to relate p to this flow stress, the

flow stress differential becomes: AYR - 45MPa (Fig. 17). This stress differential is

expected to diminish with increase in plastic strain.

The differential in fiber cracking between tension and compression testing

* provides a second contribution to AX. An estimate of this contribution, Ayc, is

obtained by using the self-consistent results for the composite flow stress (Fig. 3) in

conjunction with fiber aspect ratio information (Fig. 13). Specifically, the initial fiber

* aspect ratio frequency distribution, 0 (L/R) d (L/R), (Fig. 13) is used with the flow

strength derived for reinforcements randomly oriented in a plane, F, (L/R) (Fig. 3) to

evaluate the flow strength without cracking,

= F_(L/R)(L/R)d(L/R)
o (30)

The thermal expansion coefficients of A12 0 3 and Al alloy are 7.5 x 10-6 and -23 x 10-6 C- 1,

* respectively. AT - 698K, is the difference between the eutectic temperature of the alloy and room
temperature, such that the mismatch is -6.6.10-3. The corresponding yield strain is -1.10-3.
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The reduction in flow stress caused by cracking is evaluated using the same

0 procedure but with 0 (L/R) d (L/R) replaced by the modified frequency distribution

after tensile testing OX (L/R) d (L/R). This procedure gives the flow strength

differential, A~c = 40MPa. Superposing the two contributions to AY onto the

* experimental results (Fig. 16) indicates acceptable consistency. The

compression/tension asymmetry is thus seemingly consistent with contributions

from fiber cracking and from residual stresses. However, effects of plastic strain on

0 both AYR and A~c require further investigation.

Based on the above considerations of the effect of residual stress and fiber

cracking, it is recognized that a comparison of the measured flow stress levels with

predicted values, may be most effectively achieved by beginning with the

compression curve and subtracting the residual stress contribution AYR as plotted

on Fig. 18. This curve is compared with self-consistent predictions for randomly

oriented plates at several median aspect ratios (all having that aspect ratio

distribution given by experiment). It is apparent (Fig. 18) that the shapes of the

measured and predicted curves are similar. However, the bast agreement between

0 theory and experiment obtains for a median fiber aspect ratio in excess of the

measured value. This discrepancy reflects two effects. Fiber cracking during

extraction causes the measured L/R to be less than actual and also, the calculations

• conducted for plates5 are not rigorously applicable to fibers. It is also noted that

predictions overestimate the composite strength at small plastic strains (Ep <0.01).

This is the strain range dominated by transient plastic flow whereupon Eqn (3) does

* not apply. Other models that simulate transient effects maybe more appropriate in

this range.
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7.2. FIBER CRACKING

The degree of fiber cracking may be investigated by comparing the weakest

link statistics predictions with the measured behavior (Fig. 15), by assuming that

saturation conditions are satisfied at P = 0. Preliminary comparison can be

achieved based on trends in crack spacing with orientation, as governed by the shape

parameter, m (Eqn. 29). The measured angular dependence is consistent with m

= 1.5 (Fig. 15). Direct comparison of this result with strength data for A120 3 fibers is

problematic because such fibers typically exhibit a bimodal distribution with m being

either 0.5 or 626. Furthermore, those fibers that provide the present angular

information are located at the surface of the composite and are likely to be subject to

damage induced by cutting and polishing. Nevertheless, the value of m implied by

the data lies within the quoted range. Another comparison between theory and

experiment can be achieved based on dss/R, by using Eqn. (27). The comparison is

quite sensitive to the choice of m. For present purposes, it is assumed that the

internal fibers have the same flaw population as the pristine fibers and furthermore,

that the "high" strength population (m ~ 6) dominates. With this choice for m, and

noting that dss/R - 10 (Fig. 13), Eqn. (27) predicts that S o / ( ro - 2 for to = 0.25 m*.

Consequently, since ( ° = 10OMPa, So is predicted to be = 200MPa, compared with a

value of - 1GPa obtained on pristine fibers.26 Independent research on Al-4%Mg

alloy composites containing continuous A1203 fibers prepared using the same

squeeze casting approach 2 7 has indicated that fiber degradation upon processing is

minimal. The present discrepancy in S0 appears to reflect uncertainties in the fiber

properties and the level of simplification used in the statistical analysis.

* A reference length of 0.25m has been used for convenience, as in previous studies.26
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* 8. CONCLUDING REMARKS

The modified squeeze casting process, using a porous ceramic filter around

fiber preforms, permits three-dimensional melt infiltration resulting in uniform

microstructure composites free of observable fiber damage. Limited analysis reveals

no detectable interfacial phase formation (MgA120 4) due to the short solidification

times. Analysis suggests that continuum plasticity predictions are basically

consistent with the measured stress-strain curves for Al (Mg) reinforced with

chopped a-A120 3 fibers arranged in a random planar array. This result is at variance

with recent results obtained for equiaxed reinforcements, which do not accord with

continuum predictions and, instead reveal a strong effect of particle size on the flow

stress through the particle spacing 28. This paradox remains to be resolved.

To achieve the present comparison, several essential aspects of composite

behavior had to be taken into account. In particular, since the flow curves are

predicted to be sensitive to the aspect ratios and orientations of the reinforcements,

these features of the composite have required careful characterization. Additionally,

• residual stress effects caused by thermal expansion mismatch between the matrix

and reinforcement are significant. Finally, the incidence of fiber failure, which

degrades the tensile flow stress, has required understanding.

* A significant limitation of the present study is that the available calculations

are restricted to plate reinforcements. Further application of continuum plasticity

calculations to predict trends in the flow behavior of metal matrix composites

• clearly requires that solutions be obtained for rods having a spectrum of aspect

ratios.
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FIGURE CAPTIONS

Fig. 1. Plastic strain fields calculated around plate reinforcements 5

Fig. 2. a) Trends in hardening with volume fraction for several aspect ratios
for plates randomly oriented in a plane: 1/N = 5: self-consistent
calculation

b) Trends in hardening with volume fraction for aligned plates at
0 different orientations 3 with respect to the applied stress (1/N = 5,

aspect ratio L/R = 10). Also shown is the result for plates randomly
oriented in a plane: self-consistent calculation

* Fig. 3. Effect of aspect ratio on flow stress for randomly oriented plates: 1/N = 5,
f = 0.19, self-consistent calculation

Fig. 4. Effect of orientation and aspect ratio on the axial stress in the fibers, al,
compared with the applied stress 1: elastic calculation 5,20

Fig. 5. The plastic zone around a spherical inclusion subject to a mismatch
strain

Fig. 6. Trends in the normalized stress p/(0inside the inclusion with the

relative mismatch strain for several volume fractions, f, and for
Em/El = 0.19, Vm = 0.3, Vi = 0.2.
a) Spherical inclusions
b) Aligned fibers

Fig. 7. Model used to analyze statistical aspects of fiber cracking

Fig. 8. Predicted trends in crack spacing with stress in the fiber for several
choices of the saturation spacing dss/R and for a shape parameter m = 3

Fig. 9. Schematic illustration of preform and die arrangement for composite
fabrication

Fig. 10. SEM top-view of the FP cc-A120 3 preform prior to infiltration
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Fig. 11. Stress/strain curves obtained for the matrix and the composite in both

tension and compression

a) Engineering stress/strain

b) True stress plotted as a function of true plastic strain

* Fig. 12. Scanning electron micrographs showing fiber orientations revealed by

deep etching the matrix

Fig. 13. Aspect ratios of fibers in the composite: before and after testing to failure

a) frequency distribution

* b) cumulative distribution

Fig. 14. Micrographs showing fiber cracking caused by testing, as well as blunting

of the fiber crack at the Al-4%Mg/A120 3 interface

0 Fig. 15. Trends in crack spacing d/R with fiber orientation, 13, measured after

composite failure. Also shown is the predicted line for three values of

the shape parameter, m.

* Fig. 16. Fracture surface of AI-4%Mg/discontinuous (x-A120 3 fiber composite at

two levels of magnification.

Fig. 17. Differential in tensile and compressive true flow stress obtained from

* Fig. 11. Also shown are the predictions for residual stress effects and

fiber cracking, plotted as if they were strain independent

Fig. 18. The true composite flow stress obtained from the compressive stress

(Fig. 11) with the residual stress contribution subtracted. Also shown are
* curves predicted using self-consistent calculations for several values of

the median aspect ratio.

0
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Briffle-to-Ductile Transition in Silicon Carbide 3

Geoffrey H. Campbell,* Brian J. Dalgleish,* and Anthony G. Evans*
Materials Department, College of Engineering, University of California, OZ

Santa Barbara, California 93106 "

Observations of the microstructure and creep behavior of two boundaries and/or in amorphous phases) is suppressed, resulting >8
commerical silicon carbides are presented. A combination of in a threshold stress intensity, K,,.
techniques has been used to characterize the microstructures. At stress intensities below K,h, rupture occurs by damage accu- A
Sequential creep rupture testing has been carried out and mulation. For A1,03. failure in this damage-controlled regime
scanning electron microscopy used to observe creep-crack has been shown to occur by the growth and coalescence of shear
propagation and damage development. Basic theory for stress bands that nucleate at large microstructural and chemical hetero- r
fields and creep rates around a crack tip is related to the ob- geneities within the material.' However, when such damage a
served brittle-to-ductile transition in these materials. Analogy mechanisms are suppressed, by having superior microstructural -

* with the brittle-to-ductile transition in steels is made and used and chemical homogeneity, recent research on ZrO' 2
2 (TZP) and

to interpret the present observations. (Key words: silicon car- AI,O/ZrO2 composites' L" indicates that the material then be-
bide, mechanical properties, creep, microstructure, cracks.) comes superplastic.

The abrupt change in rupture behavior around the blunting
I. Introduction threshold can be regarded as a transition from creep brittleness to

creep ductility. The rupture characteristics thereby exhibit aT HE high-temperature failure of ceramics has been shown to strain-rate-dependent transition temperature. T,. Below 7,, the
involve two predominant regimes: rupture at high stress material fails at small strains, by crack growth from preexisting

0o ccurring by the extension of preexisting cracks and low-stress flaws. Above T,. creep ductility obtains with failure proceeding
fractures that occur by damage accumulation (Fig. 1). The transi- by damage mechanisms.
tion between regimes coincides with a relatively abrupt change in The intent of the present research is to examine aspects of the
rupture strain (Fig. I) and is accompanied by the creep blunting brittle-to-ductile transition for two SiC materials, as needed to fur-
of preexisting flaws.' Some aspects of the blunting transition ther understand this important phenomenon. Some prior research
have been studied for various AI,O,.' ' SiC.' ' and Si,N 4

1' mate- on SiC -" has provided indirect evidence of a blunting threshold
rials. However. present understanding of this vitally important that varies with temperature. microstructure, and environment.
aspect of creep rupture is still speculative. The prevalent specula- This research has also suggested that both the threshold and the
tion is that blunting occurs when the stress and displacement field creep-crack growth rate above the threshold are dominated by the
ahead of the crack reduces below a threshold value, at which the presence and the characteristics of amorphous grain-boundary
nucleation of a crack-tip damage zone (i.e., cavities at grain phases that either preexist or are formed by exposure to oxidizing

environments. Specifically. low viscosity and low surface energy
amorphous phases accelerate the crack growth and reduce the

K. T. Faber-contnbuting editor relative blunting threshold, K,, /K,. as also established for various
AI0 3

-6 and Si3N4
1' materials. The present research is thus per-

formed in an inert ervironment in an attempt to preserve the ini-
Manuscript No. 198882. Received September 21. 1988: approved December 20. tial phase characteristics during testing.

1988. An important constituent of the current research is the thor-
'Member. American Ceramic S ,Zie crtch characterization of the materials and the direct observation
'Noron Co.. Worcester. MA. c
;Steio Engineered Materials Co., Niagara Falls. NY. of crack blunting and of damage. These aspects of the research

are presented first, followed by measurements of mechanical be-
havior and then interpretation of the brittle-to-ductile transition.

II. Experimental Procedure
'Crack propagation (1) Materials ad Procedures
(pre-existing flaws) One silicon carbide' was manufactured"' by mixing a fine.

0 Khigh-purity silicon carbide powder with 0.5 to 5 wt% aluminum
0- *._..w in a ball mill, using cobalt-bonded tungsten carbide grinding

a THRESHOLD media, and hot-pressed at 20750C and 18 MPa. The other ma-
tend was sintered a-SiC containing boron and excess carbon as

'Damage, control sintering aids. 7

(creep damage) The surfaces subject to examination were first mechanically
polished. The polishing procedure began with 15-Mzm diamond
paste on glass, reduced to 9 jm and then 6 Mm, the latter on a

(Failure Time) lapping wheel. Polishing was completed with I-gm diamond
Log Fpaste on a vibration polisher. Several specimens were thermally

Fig. I. Schematic of stress versus failure time for alu- treated to highlight grain boundaries prior to examination. Treat-
mina at high temperature indicating crack growth and ments were conducted under vacuum or in an argon atmosphere.
creep-damage-controlled regimes of failure and associated Temperatures ranged from 1300" to 1600C and times from 15 to
blunting threshold.' 45 min.

1402
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Chemical analysis was performed to determine the total boron.
silicon, carbon, and oxygen contents. For boron analysis, sam- (A)
ples were crushed and the boron leached out into an acid solu-
tion. This solution was then plasma-heated and the photon
intensities characteristic of boron determined. The silicon content
was determined by fusing. The resultant glass was dissolved in a
hydrochloric acid solution and the silicon evaluated using atomic
absorption. The carbon content was determined by fusing with an.
oxidant to evolve carbon dioxide. The carbon dioxide content
was then analyzed using a coulometer and a carbonate standard.
Finally, the oxygen content was determined by neutron activation
analysis. Other impurities were identified using semiquantitative
spectroscopic procedures.

A microprobe was used to determine the composition of sec-
ond-phase impurities from X-ray spectra and maps. The scanning
electron microscope (SEM) was used to obtain information about
porosity and carbon inclusions: the former on uncoated, mechani-
cally polished surfaces and the latter on gold-coated fracture sur- .
faces. Transmission electron microscopy (TEM) was used to
examine grain-boundary phases. employing both light- and dark-
field techniques. Electron energy loss spectroscopy also identi- 100..
fled the principal second phases.
(2) Microstructure

(A) Hot-Pressed Silicon Carbide: Specimens having a light
thermal etch observed in the optical microscope revealed a grain
size of about 1.5 1Lm. The chemical analysis (Table 1) indicated
appreciable oxygen, aluminum, tungsten. and cobalt. The tung- 60
sten and cobalt were presumably introduced by the cobalt-bonded
tungsten carbide grinding media used to mix the initial powders. (B)
Microprobe analysis confirmed appreciable quantities of second Graphite K Edge
phases. Backscattered electron images and related X-ray spectra
identified silicides having variable composition. Some of these . 40
are tungsten silicide while others are a mixture of tungsten,
cobalt, and iron silicides. Attempts to image a grain-boundary
phase in the TEM were unsuccessful, indicating that amorphous z
phases. if present, must be less than -0.5 nm in width.

(B) Sintered Silicon Carbide: Optical observations of ther- 20
mally etched specimens revealed a grain size of about 10 gm,
Chemical analysis (Table 1) indicated few impurities. However,
residual carbon is implied. Specifically, by assuming that all the
silicon and boron present are in the form of carbides, the residual
carbon content can be estimated at 0.8 wt%. This estimate is con- 0 80 1 240 320 400
firmed by TEM, which reveals graphite inclusions (Fig. 2(A)). ENERGY LOSS (eV)
The graphitic structure is confirmed by the near-edge fine struc-
ture of the electron energy loss spectrum (Fig. 2(B)). The graph-
ite is also well delineated on fracture faces (Fig. 2(C)).

(3) Toughness Measurements
Four-point flexure beams (3 by 3 by 30 mm) were indented

on the tensile surface, with a 200-N Knoop indent, such that the (c)
long axis of the indenter was oriented perpendicular to the
applied stress axis. The indent created a semicircular crack hav-
ing 125- to 150-im radius. The residual stress was removed by
surface polishing. The edges of the tensile surface were also bev-
eled to remove flaws that might cause premature failure.

Table 1. Material Composition
Material Major impurities

(quantitative composition) (semiquantitative)

Hot-pressed SiC 1.50 wt% Al
29.84 wt% C 2.50 wt% W
64.89 wt% Si 0.10 wt% Co
50 ppm B 0. 10 wt% Fe

1.70 wt% 0 0.5

Sintered a-Sic 0. 18 wt% Al
30.50 wt% C 0.07 wt% Ca Fig. 2. (A) Transmission electron micrograph of sintered silicon carbide
69.40 wt% Si 0.06 wt% Cu showing graphite inclusion. (B) Electron energy loss spectrum from

0.15 wt% B 0. 16 wt% Fe inclusion with graphitic structure confirmed by near-edge fine struc-
ture. (C) Scanning electron micrograph of fracture surface with graphite0.23 wt% 0 inclusion.
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Table II. Fracture Toughness as a Function of Temperature

Temperature K, (MPa m'
2

) T
0C) Sintered SiC Hot-pressed SiC

RT' 2.7 3.9/ AO

1400 2.8
1500 2.7 2.7 C__---
1600 2.7 2.4
1700 2.9 2.6
1800 2.7 (0-7S- 1 10-3s - i

'Room temperature.

The fracture toughness was determined as a function of Fig. 3. Schematic stress-strain curve for tests used to evaluate creep
temperature by using indented beams tested at a strain rate of damage. The sudden increase in strain rate at a certain level of strain
6 x 10-5 s-'. The initial flaw size due to the indent was meas- causes the specimen to fracture at an overstress 1.~r
ured on the fracture surface in the SEM after testing. The critical
stress intensity factor was determined using the relation

conclusion of~ sequential testing, the beams were fractured either
where orf is the fracture stress and a is the flaw radius. by testing rapidly to failure (Fig. 3) or by cooling under stress

The results (Table 11) show that the sintered material has a tern- to room temperature and then loading to failure. The material
perature-insensitive toughness. The hot-pressed material has a directly in front of the crack tip was then examined for damage in
somewhat higher room-temperature toughness, but the toughness the SEM and a nominal toughness ascertained.
diminishes at higher temperature to a level comparable to that of The testing revealed an abrupt transition from brittle to ductile
the sintered material. behavior (Fig. 4) such that. in the ductile region. the strain on the

(4) Deformation Measurements tensile surface exceeded 10% without failure. Extensive creep
Creep tests were performed at 1600' to 1800*C in an argon at- ductility in SiC has also been noted in a previous study)20 At

mosphere and at constant displacement rates of 10- to 10-" m/s strain rates of - 10-' s-', the transition for the hot-pressed ma-
and the "steady-state" creep properties characterized by terial occurred between 1650' and 1700'C. and for the sintered

material it occurred between 1750' and 1800'C. in the ductile
J ,= 10ro),, (2) range. the creep exponent of the hot-pressed silicon carbide was

whee k, i th srai rae ad a,,thestrss n seay sate itis 2.3. and that for the sintered silicon carbide was 1.7. These
hecree expisnth tand rate and o(, the costs sTed ste.y-se values are in the range expected for superplastic behavior)2'
treep xon etndi adl ~ aecnsat.Te steady-st stiated sn" consister!. with the extensive ductility observed above the transi-

stres o th tenilesurace as stiatedusig'8 tion temperature.
3(L - IF,, (2n_+ I Above the transition temperature. precracks in the sintered

= b/ 2  3(3) material exhibited blunting and opening without growth (Fig. 5).
o'/ 3 such that the crack-tip opening b increased substantially with

where L is the outer spar ;n four-point bending. I is the inner strain (Fig. 6). The blunting exhibits a functional dependence on
* span. P,, is the steady-state load. b is the thickness, and h is the strain (see Eq. M1al): b/a - r~(Fig. 7). Furthermore, damage

height. The use of Eq. (3) is justified by the absence of notice- is evident in the vicinity of the blunt tip in the form of cavities
able creep damage (see Fig. 8) and, hence, of obvious asym- that seemingly initiated at graphite inclusions (Fig. 8). These
metry in creep between tension and compression. Sequential cavities are typically I fkm in diameter, essentially independent
testing was used in some cases, with SEM examinations con- of the creep strain. In the~ hot-pressed material, some slow crack
ducted between each iteration. The evolution of damage and the growth occurred. Appreciable damage was also detected in a
behavior of indentation flaws could thereby be established. At the crack-tip zone (Fig. 9) consisting of lenticular-shaped facet cay-

*(A) Sintered ot- SiC (B) Hot-Pressed SIC

200 -1750 C 1800 C300 16500 C170C

0. C

0~ 1__ _ _ __ _ _ _ __ __ _ __ __0_

e

II

tem.p4.aReresnientesri cures illstrdat teangerain eavo of bdthmaeril ve smalln tncemeira re a eti ee sri

wre (A) iteftre. (Bshtresseadai h lwrdub etn ail o alr Fg )o ycoigudrsrs

0h eut Tbe1)so httesnee aeilhsatrn oro eprtr n hnlaigt alr.Temtra
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ities typical of those apparent during creep-crack growth. 22 The where C* is the loading parameter, r is the distance from the
incidence of slow crack growth caused the crack profile to evolve crack tip, and I and &, are nondimensional coefficients tabulated
with complex geometry, and thus blunting measurements compa- by Hutchinson. 4 Then. by noting that, for a surface crack25

rable to those obtained for the sintered material (Fig. 6) could not = (5)
be obtained. Consequently, the study of blunting effects is re-

* stricted to the measurements obtained on the sintered material. where h, is a constant, Eq. (4) becomes
Specimens of the sintered material tested at room temperature

after exposure to steady-state conditions at high temperature to o', _ h -a"

cause crack blunting gave nominal toughnesses KN larger than the a =\-r (6)

sharp-crack toughness (Table Ill). Specimens tested rapidly to
failure at temperature after steady-state creep also gave a rela- At the crack tip, blunting occurs, and the stresses are locally re-
tively high nominal toughness. Furthermore. the toughness sys- duced below the value predicted by Eq. (6). A peak stress occurs
tematically increased with increase in creep strain and, hence, at r values of I to 2 times b.26 However. the peak is substantially
crack-tip opening, b (Table ic r. influenced by the shape of the blunting crack tip. Some solutions

III. Some Basic Mechanics

Stationary cracks in a body subject to steady-state creep gener-
ate displacement and strain fields directly analogous to the corre-
sponding nonlinear hardening solutions.23 The crack-tip stresses (A)

• outside the blunting region in plane strain have the singular form23

) -, (4a)

or

r,j = * (4b)

004

.
-.

Fig. 6. Crack tip in sintered material tested above the transition
Fig. S. Scanning electron micrograph of indentation crack in temperature exhibiting blunting and opening with no propagation:
sintered material tested above the transition temperature. (A) c = 3.5%, (B) e = 6%. (C) e = 8.5%.
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16 When specimens with blunt cracks are either loaded rapidly to
failure at elevated temperature or tested to failure at low tempera-

14- ture. a further elastic stress concentration S develops at the crack
S12- 3/2 tip given by27

b/a=~ -> "S = (I + 2a/b)Ao (13)

10 
_ where Aor is the incremental applied stress upon elastic loading.
o8

0 IV. Brittle-to-Ductile Transition

The brittle-to-ductile transition involves local competition
0 4 between flow and fracture. Flow at elevated temperature is

* 2
0C I I I I

0.03 0.04 0.05 0.06 0.07 0.08 0.09 (A)
Strain Tensile surface

Fig. 7. Crack-tip opening as a function of strain for the sintered
silicon carbide. s~icon i~k,.Original ,,

indent n '
crack i':',' Brittle crack

for self-similar shapes are first summarized, followed by approxi- /I /

mate results that may apply when the blunting morphology /
changes (Fig. 6). _,J

When the material ahead of the crack can be represented by a /

continuum constitutive law, the following expressions obtain:b

/(ro (n) (7a)

b = 0.55C*/o, (7b)

where f is a function of the creep exponent only, & is the
peak value of . and o-n g is the flow stress at a strain rate of

* 11(n + 1). Inserting C* from Eq. (5) into Eq. (7b) then gives.
for steady state

b/a = 0.55h,(n + I) , (8)

where e,, is the imposed creep strain. The crack opening is thus
predicted to vary linearly with strain. This prediction is at vari-
ance with measurements (Fig. 7). The disparity arises because
the crack-tip blunting does not develop with a self-similar shape,
probably because of discrete grain-size effects that obtain at small
b (Fig. 6). When self-similarity is violated, the coefficient f in
Eq. (7) exhibits an additional dependence on b. 27 Explicit results 3 v.
for f are unavailable. Consequently, for present purposes, a so
simple assumption is made and justified by comparison with
experimental results. Specifically, it is assumed that the peak
stress develops at r = 2b, for all b. Then Eq. (6) gives

"/o,, -, (ha121b)" ' &l'" (9)

which for the present materials24 (n = 2 h, = 1.4. 1 = 5.8.
o',, = 1.8) gives

f"/o' 0.89(a/b)"' (10)

Consequently, this assumption predicts that the peak stress dimin-
ishes upon blunting. An analogous expression for the blunting
rate is derived by also allowing the blunting to scale with the
peak stress

b AC/ & (11)

where A is a nondimensional coefficient of order unity. Hence,
inserting & from Eq. (10) and C* from Eq. (5). gives (n = 2)

bla- L' 2  (12a)

such that
& (12b) Fig. 8. (A) Scanning electron micrograph and schematic illustration of

(0.7/A")o,$, ) a sintered SiC fracture face of a bend beam deformed 3t a temperature
above the transition and then fractured at room temperature. (B) Creep

The nonlinear dependence of b on e,, conforms well with experi- damage void nucleated at a graphite inclusion near the blunt indenta-
ment (Fig. 7). tion crack.
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Table III. Nominal Toughness of Sintered SiC After Creep a, < a', (15)

Ts eratufe Creep strain
Te)) ba K, (MPa -m,) To further examine this premise, the crack-tip stress at fracture

RT' 6.0 0.067 5can be calculated for the tests depicted in Fig. 4 by summing

1800 2.9 0.030 4.0 EqS. (10) and (13):
1800 6.0 0.067 4.9 (', = 0.89(a/b) 3 o%, + (1 + 2a/b)Ao" (16)

'Room temperature.

governed by creep, while fracture involves propagation of an ini- Then, upon equating a-, to a',, the radius of the flaws in the dam-
tial crack. A transition would be expected when the flow stress age zone c can be calculated. The results for the sintered material
becomes smaller than the fracture stress. The most critical region (Table IV) yield a constant value. c - I A.m. Furthermore, this
is clearly within the crack-tip field. Further discussion thus in- value of c agrees well with measured values (Fig. 8). The results
volves consideration of the competing deformation and fracture are thus consistent with the proposed criterion for brittle fracture
processes near the crack tip, after creep blunting.

Prediction of trends in the brittle fracture stress with tempera- With this background, it is now possible to address the ductil-
ture requires that the operative fracture mechanism in the pres- ity transition. Ultimately, this will require knowledge of the size
ence of a blunt crack be established. Analysis of the fracture tests distribution of the crack-tip damage in conjunction witi. a
on cracks subjected to creep blunting provides pertinent informa- weakest-link statistical analysis within the crack-tip field 2' With-
tion. In this regard, the transition from brittle to ductile behavior out this knowledge, an elementary transition criterion for con-
seems to have strong analogies with the corresponding transition stunt displacement rate testing may be based on Eq. (12b), which
in steels,2s except that the rate dependence is stronger. The basic implies that the peak stress decreases as the strain increases, dur-
behavior is schematically illustrated in Fig. 10. At lower tempera- ing steady state. Consequently, creep inhibits fracture (at least
tures. the crack remains sharp and the toughness is insensitive to when the damage size, c. is strain-insensitive), whereupon ductil-
temperature. The onset of significant crack-tip creep during load- ity obtains as soon as tip blunting initiates. Conversely, for ma-
ing initiates tip blunting and changes the brittle fracture mecha- terials in which the size of the flaws in the damage zone increases
nism to one involving initiation ahead of the crack, at small upon blunting, brittle fracture can occur during creep.
microstructural flaws (Fig. 10). The fracture is then governed by
the interaction of the crack-tip f eld with the population of flaws.
such that the toughness varies strongly with temperature and V. Conclusions
strain rate and is microstructure-sensitive. 9 In the absence of a Silicon .arbide exhibits a transition from creep brittleness to
creep-damage mechanism in the material, a transition to super- creep ductility. Below the transition temperature. the material
plasticity should occur when the peak stress in the crack-tip zone
becomes less than the stress needed to activate the largest micro- fails by brittle crack extension. Above the transition temperature,

structural flaw. the material is superplastic and can withstand strains in excess of

The activation of flaws in the crack-tip zone is assumed to be 10%. Cracks i.. sintered silicon carbide open and blunt with dam-
governed by Eq. (3). reexpressed in the form age around the crack tip characterized by cavities opening atgraphite inclusions. Cracks in the hot-pressed material open, stay

V' Kt1 sharp, and propagate at a very slow rate accompanied by cavity
a', ' - (14) formation on grain facets in front of the crack tip.

The brittle fracture stress at rapid strain rates is temperature-
where a, is the critical stress that must be exceeded in the crack- insensitive. However, the onset of blunting is strongly dependent
tip zone to cause brittle fracture and c is the radius of the flaws in on strain rate and temperat.. When the crack blunts, the stress
the damage zone. The ductility requirement is then simply field around its tip is reduced and impedes brittle fracture.

Blunt Crack0 Toughnes

0
12 4 6 r~b

CD

* ~creep Damage

IIFlow
E ________Stress

. ooRage ofla.
Sharp Crack ra:sitonJ .1
Toughness Temp.

Temperature

Fig. 9. Scanning electron micrograph of lenticular cavities formed in Fig. I0. Schematic representation of the competition between
flow and fracture to produce a transition temperature. with athe region close to the tip of an indentation crack in the hot-pressed SiC schematic of fracture initiated by creep damage. The strain

which was crept to 10% strain above the transition temperature and subse- rate arrows indicate the direction in which the flow and fail-
quently fractured at room temperature. ure curves shift as the strain rate is increased.



01408 Journal of the American Ceramic Society-Campbell et al. Vol. 72, No. 8

Table IV. Calculation of Flaw Size in Damage Zone of Materials 11. Edited by R. E. Tressler and R. C. Bradt. Plenum Press. New
Sintered SIC York. 1984.

___________________________________________________'2F Wakai. S. Sakaguchi. and H. Kato. "Compressive Deformation Properties of
Creep strain Microstructures in the Superplastic Y-TZP" 1J Ceram. Soc. Jpn-, 94 [81

('%) a-., (MPa)' IAc (MPa)' c (Asm)' 721-25 (1986).

2.9 346 ± 3 60 ± 2 0.8 "F. Wakai. H. Kato, S. Sakaguchi. and N. Murayarna. *'ompressive Deforma-
lion of Y.01-Stabilized ZrO,/AI.O, Composite.- J. Ceram. Soc. Jpn.. 94 (91

*6.0 363 ± 23 136 ± 14 1.0 1017-20( 1986).
'Creep stress. 'Brittle fracture stress increment. 'Calculated damage radius. "B3. J. Kellet and F. F. Lange. "'H~.. Forging Characteristics of Fine-Grained ZrO.,
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ABSTRACT

Two whisker toughened materials have been subject to study, with the

objective of ident.fying the mechanism that provides the major contribution to

toughness. It is concluded that, for composites with randomly oriented whiskers,

bending failure of the whiskers obviates pull-out, whereupon the major toughening

mechanisms are the fracture energy consumed in creating the debonded interface

• and the stored strain energy in the whiskers, at failure, which is dissipated as

acoustic waves. The toughening potential is thus limited. High toughness requires

extensive pull-out and hence, aligned whiskers with low fracture energy interfaces.

KEY WORDS: Ceramic, Composite, Toughness, Model, TEM
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1. INTRODUCTION

The toughening of ceramics by whiskers typically includes contributions from

debonding, crack bridging, pull-out and crack deflection. 1- 3 It is important to

ascertain the relative roles of these contributions, because each mechanism predicts

very different dependencies of toughness upon microstructure. Crack deflection is

ostensibly governed only by whisker shape and volume fraction 4 : albeit that t: .

relative elastic moduli and thermal expansion coefficients may have implicit effects

on the deflection path. Conversely, the other contributions depend sensitively

upon the mechanical properties of the interface, the whisker strength/toughness,

the whisker radius and the volume fraction, as elaborated below.

Toughening by bridging is induced by debonding along whisker/matrix

interfaces1 (Fig. I). The debonding allows the whiskers to remain intact within a

small bridging zone behind the crack.1 The magnitude of the toughening involves

considerations of the debond extent and the mode of fiber failure, as well as of

residual stress effects. 1 5  Various attempts have been made to model the

toughening and to compare the predictions with experiment. The most

comprehensive and recent attempt 6 established many of the salient features.

However, neither residual stress effects nor the contribution to toughness from the

-iergy of the debonded surfaces were included and, furthermore, explicit

determination of the debond extent was not used for comparison between

experiment and theory. The present article examines these and related issues by

further experimental investigation and by presenting a fully inclusive model in a

form that provides direct physical insight. For this purpose, crack/microstructure

interactions are investigated in two whisker-toughened systems: the A1203/SiC

system which has interfaces subject to residual compression and Si3N 4/SiC with

interfaces in residual tension.
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2. SOME RELEVANT MECHANICS

2.1 INTERFACE DEBON DING

0 Cracks on bimaterial interfaces are characterized by a strain energy release

rate, G, and a phase angle of loading, W.7,8 The latter is a measure of the mode

mixity, such that W. = 0 refers to a pure crack opening mode and W = x/2 represents

an interface crack subject to crack surface shear. Specifically, debonding along the

interface occurs when G reaches the interface fracture energy ri at the relevant phase

angle, N1. For a matrix crack subject to mode I loading, the incidence of initial

debonding, rather than cracking into the fiber, is found to be governed by the ratio of

* interface to fiber fracture energies r,/rf and the whisker orientation (Fig. 2).8 For

the present composites, values of rli/rf needed tr debond whiskers normal to the

crack plane should be either < 1/3 for Si 3N 4 /SiC or < 1/4 for A120 3/SiC. Note that

this prediction is independent of the residual stress.

Growth of the initial debond along the interface is influenced by additional

variables, such as the residual stress and the whisker radius. Debond growth is most

prevalent in the crack wake.9,I0 Analysis of wake debonding for interfaces under

* residual tension9 indicates that debond growth in the wake occurs when the stress t

on the fiber reaches a critical value t', given by,

t' - 2.2Efe T ()

where Ef is Young's modulus for the fiber and eT is the misfit strain. When t > t*,

the debond propagates unstably up the interface.

Residual compression results in different behavior. In this case, G is strongly

influenced by the friction coefficient g along the previously debonded interface. 10

The basic debonding features indicate that again, a threshold stress must be exceeded
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before debonds can further propagate in the wake. However, for stresses in excess of

the threshold, debonding occurs stably to an extent determined by the friction

coefficient g and the residual strain, until t -4 Ef eT/V (with V being Poisson's ratio

for the fiber), whereupon the interface separates and further debonding occurs

unstably. The debonding behavior is thus sufficiently complex that prediction of

trends with eT, F1 and other material variables is unlikely to be instructive. Instead,

*• the preceding results may be used as the mechanics background needed to facilitate

interpretation of observed trends in debonding, as elaborated below.

* 2.2 TOUGHENING

The steady-state toughening AGe imparted by whiskers can be considered to

have four essential contributions, as elaborated in the Appendix. These

0 contributions can be insightfully expressed in the simple form (Fig. 3);

A ,/fd - S2/E - Ee 4(F,/R) / (1 - f) + (r/d)X"(h,/R) (2)

(2

where d is the debond length, R the fiber radius, f the volume fraction and S the

whisker '-trength." The first term S2 /E is simply the strain energy stored in the

whisker over the debonded length on both sides of the matrix crack, before the

whisker fails (S2 /2E on either side of the crack). This strain energy dissipates as

acoustic waves and thus contributes positively to the toughening. The second term

is the residual strain energy in each composite element within the debond length, as

governed by the misfit strain eT . This strain energy is lost from the system when the

fiber fails and thus, detracts from the toughness, independently of the sign of eT.

The third term is the energy needed to create the debond fracture surface, with Fi
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being the fracture energy per unit area. This term must be positive. The last term is

the pull-out contribution, with hi being the pull-out length and T the sliding

resistance of the debonded interface. This term is again positive, because heat is

* generated by the frictional sliding at the interfaces. The above result is all inclusive

and has not been specifically presented elsewhere.t Furthermore, it deviates from

certain of the other results reported in the literature for each of the individual

terms, principally in the magnitude of the constants of proportionality. It is

believed that Eqn. (2) is the simplest possible result that is also physically consistent

with the mechanisms involved.

Optimization of toughness based on these terms is discussed later. Presently,

it is noted that all contributions scale with the debond length d, indicating that large

d is desirable. However, it is also recognized that d should have a functional

dependence,

d/R = F(r,,eTS) (3)

where the function F has yet to be determined.

The present experimental results are examined using Eqn. (2) to assess the

various contributions to toughness, based on direct measurements of h, d. R, f.

Thereafter, implications for high toughness are discussed.

The results are strictly applicable to reinforcements normal to the crack plane. Whiskers inclined to
the crack are more likely to fail by bending and thus, result in smaller pull-out toughening.

6



3. MATERIALS

Four basic materials have been used for the present investigation: two

* whisker toughened materials and two reference matrix materials. One whisker

toughened material is a commercial product, consisting of A120 3 toughened with

20 vol. % SiC whiskers, prepared by hot pressing*. The other toughened material

was a SiC toughened Si 3N 4" containing 20 vol. % SiC whiskers, 4 wt-% Y20 3 as a

sintering aid and was densified by reaction bonding followed by HIPing.

Microstructural investigations were performed, not only for the composites, but also

for the matrices and those observations were used as reference. The A120 3 matrix

* material was a hot pressed system containing 1/4 volume perceat MgO, heat treated

to create the corresponding grain size. The reference Si 3N4 ' contained 4 wt % Y203.

The mode I toughnesses Gc of the four materials, evaluated using a surface

flaw technique, 1 are summarized in Table I. A comparison with models requires

evaluation of the increase in toughness caused by the whiskers, A c, which for

A120 3/SiC is 40-80 Jm- 2 and for Si 3N4 /SiC is 25-55 Jm- 2 (Table I).

4. CHARACTERIZATION

4.1 MICROSTRUCTURE OF WHISKERS

Characterization of two different as-received SiC whiskers' indicated a broad

distribution of length (l.m . 253.m) and diameter (0.1lrLm to 1.05.Lm). Quite

frequently, dusters of whiskers and irregular, serrated-edged whiskers were found.

Greenleaf, Inc.
Norton Company

ARCO and Tateho whiskers
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The average length and diameter were 17.5Jm and 0.5Jgm, respectively, for ARCO

whiskers and 11.7g.m and 0.42gm for Tateho whiskers.

The whiskers had a high density of planar faults lying on the close-packed

0 plane (basal plane) perpendicular to the long axis. 12 The faults resulted in a complex

arrangement in thin lamellae of different a and P polytypes normal to the whisker

axis. Furthermore, the core region of the ARCO whiskers contained a high density

* of small spherical impurity clusters and/or cavities. Half of the Tateho whisker are

hollow. The outer skin of both types of whiskers was covered with a 2.-un SiO 2 rich

layer as revealed by defocus imaging (Fig. 4a) 13 and X-ray photoelectron spectroscopy

(Fig. 6b). 14

4.2 MICROSTRUCTURE OF THE COMPOSITES

* Thin foils of each of the materials suitable for TEM have been prepared by

mechanical polishing and dimpling followed by ion beam thinning. Transmission

electron microscope (TEM) characterization of the materials has been accomplished

* using conventional, analytical and high resolution microscopy. From conventional

TEM micrographs of the SiC whisker toughened A1203 material, a matrix grain size

of - Igm was determined. Dark field studies 15 have indicated the presence of a thin

(< 5nm thickness) amorphous layer at the interface between the whiskers and the

matrix, consistent with previous studies. The thickness of the amorphous layer at

the whisker/matrix interface depends on the purity of the A120 3 . However, even in

A120 3-SiC composites processed using ultradean materials, 16 a thin (Inm-thick)

* SiO 2 layer can be detected by TEM imaging. Specifically, by using a range of defocus

conditions 13,15 (Fig. 5), the expected contrast reversal for different signs of

defocusing can be observed. Furthermore, it is apparent that the contrast at the

interface is not caused by preferential etching. Notably, the interface between the
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whiskers and the A120 3 matrix in Fig. 5 is perpendicular to the edge of the foil and'

no preferential etching is visible close to the amorphous region near the edge,

because the interface contrast disappears gradually in the amorphous part of the

specimen.t Occasionally, amorphous pockets also exist at junctions between matrix

grain boundaries and the interface (Fig. 5b). However, within the resolution of dark

field and high resolution procedures (- Inm), the matrix grain boundaries appear to

be devoid of amorphous material.

Occasionally, a whisker is completely embedded in one A120 3 grain. In such

cases, strain contours become visible under dynamical TEM imaging (Fig. 6). A

* semi-quantitative evaluation of the strain perpendicular to the whisker diameter is

possible by calculating the scattering of modified Bloch waves17 in the thick foil

approximation and evaluating the number and distance of contrast oscillations for

different excitation errors. The observations confirm that a homogeneous

0 compressive strain E occurs in the whisker, with 2. 0- 3 < e < 6 • 10-3: a result

consistent with the known thermal expansion characteristics of A120 3 and SiC and a

cooling range AT - 10000C.

• Studies conducted on the Si 3N 4 reference material have revealed several

relevant microstructural features. Dark field and high resolution microscopy have

indicated that an intercrystalline phase, presumably amorphous, is present as a thin

continuous film of equilibrium thickness (Fig. 7a). Grain pockets are mostly

crystalline, except for the thin, intercrystalline outer layer (Fig. 7b). Analytical

microscopy and diffraction studies are consistent with a-Y2Si2O7 being the

predominant crystalline grain boundary phase. The crystalline pockets are typically

50-100nm in diameter. The whisker toughened Si 3N 4 had several different

characteristics. The whiskers are typically 100-500nm in diameter. About half of the

t A hole would be visible at the site of the interface for the case of preferential thinning.
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whiskers are hollow, in which case they become filled by the sintering-aid phase.

This phase, which is also present at grain pockets, remains glassy upon cooling to

room temperature. Analytical microscopy indicates a relatively high SiO 2 content

in this phase. Presumably, the excess SiO2 that prevents crystallization of this phase

is introduced by the oxide layer that preexists on the SiC whiskers. High resolution

microscopy shows that this intercrystalline phase is present as a thin film at all

Si 3N4 grain boundaries and, most importantly, at the interface between the Si 3N 4

grains and the 3iC whiskers (Fig. 7c).

Finally, in order to clarify ambiguity, it is noted that it has been occasionally

reported in the literature that no glassy phase can be observed at interfaces between

SiC whiskers and the surrounding matrix. 18 A careful inspection of available

micrographs 18 suggests that the interface plane in such studies was inclined to the

electron beam, whereupon the glassy interphase would not be detected. Specifically,

it is evident from Fig. 8 that an amorphous interface layer can only be imaged if the

foil thickness t is such that t < -J-7, with a being the thickness of the

amorphous foil and D the diameter of the whiskers and if the interface is parallel to

the electron beam.

4.2 DEBONDING AND BRIDGING

i) Transmission Electron Microscopy

Observations of debonding and of bridging zones have been made in the

TEM. The procedure developed for studying these characteristics consists of

indenting the material, mechanically dimpling in the region of the indentation

crack tips and then ion thinning to a thickness in excess of the whisker diameter.

This procedure ensures debonding and bridging representative of plane strain crack

propagation in bulk material and avoids the anomalous crack extension and
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debonding that can occur upon thinning to less than the whisker diameter. In order

to use these foils to investigate near tip phenomena, it is imperative that the

specimens be subject to tilting through a large angular range, because the debond

* and matrix crack opening displacements are small and only detectable when the

electron beam is essentially aligned with the crack plane. Some typical views of the

bridge zone with schematic drawings used to highlight the salient features.

For A120 3 /SiC, the matrix cracks are mostly transgranular and conchoidal,

while cracks in the whiskers are planar and always parallel to the basal plane of SiC.

These distinctive fracture paths facilitate interpretation of the micrographs. The

series of micrographs and schematical drawings summarized in Fig. 9 illustrate the

salient features. Locations A and B refer to the crack/whisker interaction, which

include whiskers having axis either normal or inclined to the crack plane. In both

cases, the whiskers are debonded and are fractured. Near the crack tip (location C), a

• bridging zone with intact whiskers is apparent, with the crack tip located at the

arrow. Tilting studies have revealed the extent of debonding at the whisker/matrix

interface as illustrated in the accompanying schematic (Fig. 9d). Such observations

are typical of whiskers that exist within a bridging zone that usually extends to about

4 to 6 whisker spacings. The length of the debonds is variable and ranges between

about 2R and 6R, R being the whisker radius.

For Si3N4/SiC, the same general features noted for A120 3 are again evident, as

• exemplified by Fig. 10a, wherein the debonds are between the arrows. The lengths of

these debonds, which can be measured directly from the micrograph, range from R

to 3R. Usually, the second whisker behind the crack tip is fractured, indicating that

the bridging zone is very small. It is also noted that, because elongated Si 3N4 grains

are present, debonding along the grain boundaries with the equiaxed matrix grains

is evident (Fig. 10b). Such debonding is exactly analogous to that occurring at

whisker interfaces. Consequently, the debonds of the whisker interface are more

11

0 n ~ a u um nn m a mm mmmnmmm llm um-= -



difficult to detect than in the A120 3 composite. An interesting sequence of events

can be deduced from Fig. 10c, in which the main crack is clearly visible (large white

gap). This crack propagated from the upper right to the lower left. It is surmised

that, when the crack first interacted with the whisker, the interface debonded (to a

length of about 3 whisker radii). The whisker then fractured within the debond

length and pulled out by about 20nm (the width of the gap). While being pulled

out, the whisker would be subject to bending, resulting in enhanced stresses, as

manifest in strain fringes at the corner of the whisker (arrow in Fig. 10c).

Consequently, the whisker fractured a second time in the plane of the matrix crack.

It is also of importance to examine whisker failure. In general, whisker

fracture can either initiate at the end of the debond by kinking into the whisker, 5 or

the debond cracks. could remain at the interface such that the whisker fails by the

propagation of a pre-existing flaw within the debonded length. The former mode

has been rigorously verified in several cases (Figs. 9 and 10) by extensive tilting to

confirm the absense of a debonded region beyond the location of the whisker

fracture. The latter is much more difficult to unambiguously identify and cannot be

substantiated at this juncture.

i) Scanning Electron Microscopy

Polished surfaces containing indentation cracks have been examined in the

scanning electron microscope. The residual crack opening allows observation of

some aspects of bridging and debonding. For the A120 3/SiC, a low accelerating

voltage provides contrast between the A1203 and SiC and facilitates observation.

Within the spatial resolution of the SEM, debonds are only occasionally evident,

usually at intact inclined whiskers (Fig. 11a) remote from the crack front. Crack

surface interlocking is also evident (Fig. 11b), caused by debonding around the
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whisker ends. In some cases, whisker cracks are apparent (Fig. 1 la) again at inclined

whiskers, with the crack often forming near the end of the debond. Measurements

of bridging zones associated with intact whiskers are not possible by direct SEM,

because of resolution limitations. However, for A120 3 /SiC, use of a dilute

orthophosphoric acid etch allows dissolution of some of the matrix, prefeientially

around the crack (Fig. 12). Matrix removal permits both the intact (Fig. 12b) and

* fractured whiskers (Fig. 12c) to be identified, with reference to the crack front and

thus, allows measurement of the bridging zone size, L. For this composite, L is

about 3 to 4 whisker spacings.

*• Inspection of fracture surfaces by SEM provides complementary information

regarding pull-out as well as debonding (Fig. 13). Studies on both composites reveal

that inclined whiskers fracture on a plane normal to the whisker axis, su,:h that the

crack-surface is within one whisker radius of the matrix crack plane. Pull-out is

thus negligible.

* 5. COMPARISON BETWEEN THEORY AND EXPERIMENT

Initial comparison between theory and experiment can be achieved based on

measured values of the debond length and using Eqn. (2) for the toughness. The

relative magnitudes of the four contributions to toughness from elastic bridging,

residual strain, debond surface energy and pull-out can then be readily assessed,

using the material properties listed in Table I and using d/R - 2-6 for A120 3 and

1-3 for Si3N 4 with f - 0.2 and R - 0.25gm for both composites. The pull-out

contribution is negligible since only a small fraction of whiskers exhibit this

phenomenon. The reduction in toughness from the residual strain, Ee fd, ranges

between 0.3 Jm- 2 for Si 3N4 /SiC to 2 Jm- 2 for Al203/SiC and is thus of negligible
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0 importance (in part, accounting for the similar toughening levels measured for both

composites). The toughening contribution from the elastic strain energy stored in

the whiskers up to failure, S2fd/E, is dominated by the choice of whisker "strength."

0 The appropriate choice for S is unclear because the "gauge length" is small and

because the whiskers may be subject to degradation upon composite processing. For

initial purposes, it is assumed that S is in the range 4-8GPa, 6 whereupon this

component of toughening is at most 45 Jm-2 for A120 3 /SiC and 25 jm-2 for

Si 3N4 /SiC. Finally, the debonding energy contribution is estimated by noting that

amorphous silicates have a fracture energy, ri - 6 -8 Jm- 2. The toughening caused

by debonding is then of order 50 Jm- 2 for A1203/SiC and 25 jm- 2 for Si;N4 /SiC. The

energy needed to create the debond surface and the strain energy dissipated from

elastic bridging thus appear to provide similar contributions to toughness.

Furthermore, the toughness level provided by the combination of both processes is

comparable to the measured values (Table D.

6. IMPLICATIONS AND CONCLUSIONS

The preceding experiments and calculations firstly indicate that non-aligned,

inclined whiskers typically fail by bending and do not provide a pull-out

contribution to toughening.* Consequently, composites with randomly oriented

whiskers car~not normally be expected to exhibit high toughness. Subject to this

limitation, useful toughness increases are still possible, as governed by an optimum

combination of bridging and debonding. Since residual strain is invariably

detrimental, matched thermal expansions are desirable. Enhanced debonding is also

An excepbon may be graphite whiskers which can sustain very high bending strains and have
debonded interfaces with a low sliding resistance.

0
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desirable, but then the relative contributions to toughness from bridging and from

the debonded surfaces requires further elaboration. The debond length is expected

to scale directly with the whisker radius, to increase with increase in S and to0
depend inversely on ri (Eqn. 3). Consequently, d/R and ri are coupled in such a way

that the contribution to AGc from the energy of the debonded surfaces is expected to

be weakly dependent on ri and insensitive to whisker radius, but should increase as

the whisker strength increases. A corresponding assessment of the bridging

contribution yields very different conclusions. In this case, the direct dependence on

debond length suggests that this contribution should increase appreciably as either

r'i decreases or the whisker radius increases and should become the dominant

contribution to toughness for small ri and large R, provided that the "strength" S is

also high. Indeed, it is important to note that careful experiments6 indicate a

systematic dependence of AGc on R, confirming an important contribution of elastic

bridging to toughening. However, the whisker "strength" is not related in simple

form to the uniaxial fracture strength of the whiskers. Further research is needed to

understand the operative relationships.

The factors which govern the debond length merit brief additional

consideration. While small ri and large S clearly enhance debonding, such

variables as residual strain, surface roughness and friction coefficient could be

important. The available calculations (Appendix) indicate that, when the non-

dimensional residual strain parameter Q (= SV/Ef feT I) is much larger than unity,

the Poisson contraction of the whisker is large compared with the misfit

displacements. Then, residual strain is unimportant: instead, the amplitude of the

roughness on the debond surface dominates debonding. Conversely, when Q < 1,

residual strain effects dominate debon iing in the sense that positive eT (interface

tension) enhances debonding and vice versa. For the present materials, the inverse

trend with residuai strain (large' debond lengths for A1203/SiC in which eT is
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negative) suggests that roughness effects and interface characteristics are more

important in debonding than the residual strain. Indeed, consistent with this

implication, Q is larger than unity. Whisker roughness effects would thus appear to

* merit further investigation.

16
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APPENDIX

CRACK BRIDGING AND TOUGHNESS

Several aspects of crack bridging have been addressed by analysis, particularly

the stress/crack opening relation t(u). For whiskers normal to the crack plane with

interfaces subject to residual tension, u/t is linear when the debond length is

*• constant and a threshold stress is needed to achieve initial opening of the crack,

such that9

u/Re? = (t/EfeT)(0-1 + 2 d/R)+X 3 +X 4dR (Al)

where X (i = 1-4) are coefficient tabulated in Table II. When the whiskers fail at a

* critical axial stress t = S, the change in toughness imparted by the whiskers, AGo

when d is fixed, becomes;11

A 2f Itdu+4frd/(1-f)R

E Xf .+X2 d/ R) +4f ",dO(I- OR (A2)

The first term is the contribution to toughness from elastic bridging, whereas the

second term is the contribution from the debond surface energy. When d/R > > 1

and the material is elastically homogeneous, Eqn. (A2) reduces to

M fSd [1 -(EeT/S) + 4frl d/(-f)R (M)

17



revealing that the toughness increases linearly with increase in the debond length

and diminishes as the residual strain increases. Indeed, A Gc - 0 as Ef I eT I S

because then, the whiskers fail upon cooling from the processing temperature.

For composites containing whiskers normal to the crack and with interfaces

in residual compression, t(u) is dependent on the friction coefficient as well as the

debond length. For fixed d,10

e = (dIR)(1+v)/vTR

- (1- vF)(1 - 2v 20) [exp (24do/R) - I]/240u (A4)

where

0 = v(l - f+ fL)/[I(1 + f) +(1 - f)(1 - 2v)I

and Z = Ef/Em, with Em being the matrix modulus.

For homogeneous elastic properties, Eqn. (A4) reduces to;

u--u ,- (0 +,u)d/ R - (0 - uF) [exp (D) - 1]/4u
eTR (A5)

where D = 9.Ld/R. The toughness for constant d is thus;10

fS 2R[exp (D) - l] (eTE 2i+ _u )-4fr A-fA¢gi) , .E u xsL exp (D)- I (A6)

Furthermore, for small g, the toughness reduces to Eqn. (A3).

The above results for AGc are dearly simplifications because the debonds are

expected to extend in the crack wake and the integral should include this behavior.

18



Subject to this limitation, it is apparent that, for brittle whiskers which fail at a

characteristic stress S, the composite toughness invariably decreases with increase in

misfit strain, eT, whether tensile or compressive in sign, provided that the debond

length is independent of eT. Furthermore, when the friction coefficient is small, the

toughness is also essentially independent of the sign of the residual stress.

19
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TABLE I

Properties of Materials and Constituents

Material (X(C - 1 x 106) E(GPa) Gc(Jm- 2) LGc(Jm - 2)

Experiment Theory

A1203 7.5 400 25 ± 5

Si 3N4  3.5 320 50 ± 10

SiC 4.5 420 15 ± 5

Amorphous
Silicate 100 7 ± 1
Interphase

A120 3/SiC 420 85 ± 15 60 ± 20 -80

Si 3N4/SiC 350 90 ± 15 40 ± 5 -30

20



TABLE II

The Coefficients Xj(i = 1,4), used in the expression for the Matrix Crack Opening:
I- = E/Em

* \f 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.4 3.22 3.42 2.04 1.76 1.55 1.40 1.28 1.19
1.0 1.85 1.96 1.30 1.14 1.00 0.87 0.75 0.63
2.5 0.96 1.01 0.72 0.64 0.57 0.49 0.41 0.30

%I3(lf

\ 1 0.05 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.4 2.59 275 1.64 1.42 1.25 1.12 1.03 0.95
1.0 1.73 1.84 1.23 1.07 0.94 0.81 0.70 0.59
2.5 1.05 1.11 0.79 0.71 0.62 0.54 0.44 0.33

0.4 0.838 1.062

1.0 0.910 1.058
2.5 0.964 1.043
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FIGURE CAPTIONS

Fig. I. A schematic of a bridging zone in a reinforced composite

* Fig. 2. A debond diagram: the dependency of fracture energy on elastic
mismatch and whisker orientation

Fig. 3. A schematic representation of the four mechanisms that contribute to
toughening by whiskers

Fig. 4. Analysis of outer layer on a Tateho SiC whisker
a) Through-focus images at the edge of a whisker (i) Af < 0, (ii) Af = 0,

(iii) Af > 0. The amorphous layer is clearly visible on the infocus
image (Af - 0). The defocus images indicate that the density

* (scattering power) of the outermost layer is less than that of SiC
(bright contrast for negative defocusing)

b) XPS spectrum (courtesy Sarin and Rihle 14 )

Fig. 5. TEM micrograph of interface between SiC whisker and A120 3 matrix
) Af = - 96nm, (ii) Af - 0, (iii) Af = %nm. The interface is parallel to

the electron beam. The contrast of the amorphous grain boundary phase
is equivalent to that of the amorphous layer at the edge of the foil.

Fig. 6. Stress contours around whiskers: dynamical
• a) Bright field and b) Dark field images. A quantitative evaluation the

matrix strain can be obtained from the number and positions of
contrast oscillations (micrograph taken by E. Bischoff)

Fig. 7. Transmission electron microscopy study of Si3N4 materials
* a) High-resolution image revealing continuous thin amorphous layer

in the matrix
b) High-resolution image of the interface of the crystalline phase at the

matrix grain pockets and a Si3N4 grain
c) High-resolution image of the amorphous layer between a matrix

grain and a SiC whisker

Fig. 8. Maximum allowed thickness, t, for imaging at amorphous layer of
thickness a

23

0- .= nm m 'msmmmmm I smm



* Fig. 9. Transmission electron microscopy studies of the crack tip region in thick

foils of A120 3 /SiC. A comprehensive visualization of debonding and
cracking can only be achieved by imaging under different orientations by
extensive tilting. Consequently, to assist in summarizing the behavior, a

schematic drawing is shown in addition to one TEM micrograph of each
crack/whisker interaction:

a) Overview of crack tip region

b) Region A with schematic 3-dimensional drawing

c) Region B with schematic 3-dimensional drawing
* d) Region C bridging zone with schematic overview. The debonded

interface zones between whiskers and matrix are hatched. The
whiskers are not fractured.

Fig. 10 a) Transmission electron micrograph of a region clo_ _ to crack tip in
* SiC/Si3N4. On the micrograph, the crack enters from the lower left

and ends at the position of the uppermost arrow. Debond cracks are

between arrows along the interfaces.

b) Transmission electron micrograph of Si 3N 4 /SiC indicating grain
* boundary debonding in the matrix between an elongated grain and

equiaxed grains
c) Transmission electron micrograph of a multiply-fractured whisker

well into the crack wake

• Fig. 11. Scanning electron microscope image of the crack tip region in A120 3/SiC

a) Initiation of a whisker crack from the end of an inclined debond

b) Debonding around the whisker end resulting in crack surface

interlocking

• Fig. 12. SEM investigation of a crack in A120 3 /SiC after etching in

orthophosphoric acid

a) Overview

b'u Crack tip region showing intact whiskers

Fig. 13. Scanning electron microscope image of fracture surface of Si 3N4/SiC
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ABSTRACT

The dependence of the tensile fracture stress on crack length in dilatationally phase-

transforming ceramics is studied by modeling the evolution of the transformed regions around the

tips of finite cracks during crack growth. The presence of the transformation is found to reduce the

stress required for crack-growth initiation. However, the peak, or "ultimate", tensile stress is
found to occur during subsequent crack growth, and the transformaion-strengthening, that is, the

increase of tensile strength due to phase transformation, is found as a function of initial crack size.

INTRODUCTION

* The fracture toughnesses of ceramics reinforced by partially-stabilized zirconia particles

(PSZ) have been found to exceed the values for the unreinforced materials [1,2]. Experimental

observations have revealed that a martensitic phase transformation occurs in the zirconia particles in

the vicinity of the crack tip. As the crack advances into the material, a wake region of permanently

transformed particles bordering the crack faces is left behind. Several analytical studies [3-6] of

transformation toughening have been made on the basis of the assumption that the phase

transformation is purely dilatant in nature and is triggered by a critical value of the mean stress. In

these analyses, the growth of a semi-infinite plane-strain crack was contemplated and the

toughening ratio X, = Ks/Km was calculated, where Ks is the "applied", mode-I, far-field stress

* intensity factor during steady-state crack growth, and Km is the critical crack-tip stress intensity

factor for fracture in the unreinforced material.
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More recently, the transition due to increasing applied K from a semi-infinite stationary

crack to steady-state growth was studied [7] and the dependence of the current value of X = K/Km

on crack extension calculated. Surprisingly, it was found that these resistance curves displayed

peak values Xp > X& for fmite amounts of crack extension.

While these studies are applicable to transformation toughening in the presence of "long"

cracks, they may not be relevant to the effects of PSZ reinforcement on the nominal tensile strength

of the material, which is governed by the unavoidable small flaws introduced during the

manufacturing process. A tensile strength of 700 MPa, and a toughness - 3 MPalm correspond

to a critical flaw size estimate of - 6pn, which is comparable to transformation-zone wake heights

- 1-lOgi that have been observed during steady crack growth [2, 8]. Accordingly, the effects of

phase-transforming particles on the growth of finite cracks appears to merit consideration and are

studied in this paper. We will begin with a concise review of earlier results for semi-infinite

cracks.

SEMI-INFINiTE CRACKS

STEADY-STATE GROWTH

Steady-state crack growth under the "applied" stress intensity Ks is illustrated in Fig. 1.

The region of transformed material is modeled as a continuum of uniform dilatation-transformation
stano tegh T 0 T unosrne

strain of strength c8 where c is the zirconia particle volume fraction and 0 is the unconstrained

volumetric dilatation of the particles (typically .04). The transformation is assumed to occur

"supercritically", i.e. completely, when the mean stress am - rkk/3 reaches the critical value O.

(The supercritical-transformation model is employed exclusively throughout this paper.) Thus, as

crack growth proceeds, the mean stress just ahead of the leading boundary C, (Fig. 1) due to the

remote K-field and the transformation itself reaches f., while the crack tip stress intensity factor

is maintained at Km. The results for the steady-state toughening ratio X, = Ks/Km depend on the

transformation-strength parameter

O* l-v) (1)
E&a+V

OP 1-
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and are provided by the outer curve of Fig. 2, which shows X. versus co [6]. For

* o)> co -- 29.99, "lock-up" of the crack occurs [5,6].

RESISANE CURVES

The onset of growth of a semi-infinite crack occurs when K = Ktip = K, where Kf, is the

* stress intensity factor in the vicinity of the crack tip [3,4]. The problem of finding K as a function

of subsequent crack growth Aa was addressed in (7] by imposing on the stationary crack a series

of growth increments and modeling the evolution of the transformed region. Throughout the

* growth process cm = of. was enforced on the moving part of the boundary of the transformed

region, and Ktip was maintained at K.. The characteristic length

X [ ((2)

emerged from the analysis [7]. Nondimensional resistance curves of X = K/Km versus Aa/L, as in

Fig. 3, were found for various values of the transformation-toughening parameter C. Results for

* peak toughening are given by the inner curve of Fig. 2, a plot of XP versus (o. "Lock-up" for the

advancing crack occurs at finite amounts of growth for co > 20.15.

The characteristic length L can be usefully related to the transformation-zone height HS

* (Fig. 1) during steady growth of a semi-infinite crack. For ca 0 [4]

(AI M t) (3)

* and so L should be roughly in the aforementioned range of observed transformation-zone heights.

STATIONARY FINITE CRACKS

This section contemplates the stationary, mode-I, finite crack in an infinite body of

supercritical material (Fig. 4). Under plane-strain conditions, the remote non-zero stresses are

given by

aY=(I , aZ =va (4)

while near the crack tip at x = a, the stresses obey the asymptotic forms



A*

Ktp fap(0) OZ=va (5)

where r and 9 are crack-tip coordinates and Greek indices take on the values (1,2), with repetition

implying summation. The fmp(O) are the well-known trigonometric functions of the mode-I

K-field. We can generally expect each crack tip to be surrounded by a region of supercritically

transformed material (Fig. 4) with am = f. just outside its boundary.

In the presence of finite-strength transformations, co *0, the crack-tip stress intensity factor

Ktip differs from the "applied" stress-intensity factor K fafi i. Hence for imminent crack

growth due to the applied stress a, the combined effects of both the remote loading and the

transformation itself must maintain am at a. along the transformed-region boundaries while

keeping Ktip at Km. As a prelude to the finite-strength transformation analysis, we first study the

limit of vanishing transformation strength, co -- 0, where only the effects of the remote tension a

apply.

WEAK TRANSFORMATONS (CO - 0)

In the limit ca - 0, the transformation itself has no effect on Ktip, so that crack-growth

initiation occurs when K = Ktip = Km. Thus, the initiation stress i4 given by

ao a KmP1R" (6)

The mean-stress field due to the remote loading a is described in terms of the complex variable

z = x+iy by
2(1+v)a r Z.(11m= 3 - (7)

By setting a a 0o and am = Om and using the nondimensional coordinate Z = z/a, the governing

equation for the boundaries at the instant of crack-growth initiation is found to be

1 (8)1R

where the parameter

=o(l+v)(
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is the ratio of the critical mean stress to the remote mean stress. With the use of the definition (2)

* for the characteristic length L., the parameter y may be put into the alternative form

Y=' (10)

• which is seen to be a nondimensional crack-size parameter.

Non-dimensional boundary shapes at crack-growth initiation are shown in Fig. 5 for

various values of T, in each case, the transformed region lies on the shaded side of the boundary.

* The transformed zones at each crack tip diverge in size and coalesce for y < 1, i.e. when the

applied remote mean stress exceeds the critical mean stress. The studies for o > 0 that follow will

accordingly be limited to crack sizes for which y a 1, or a/L a -.

• FINITe-STRENGTH TRANSFORMATIONS (0) > 0)

For co > 0, the transformed-zone boundaries R(0) (see Fig. 4) at crack-growth initiation,

and the initiation stress ae, are determined by the conditions Kt, = Km, and am = of just outside

* the zone boundaries R(0).

Details of the calculations for the nondimensional radii R(O)/a and normalized initiation

stresses oi/ao, for prescribed values of the parameters Co and a/L, are given in Appendix A. Some

* of the resulting boundaries are shown in Fig. 6 for the value (o = 10 and a variety of a/L. For a

fixed value of a, the size of the transformed regions at initiation increases monotonically as the

crack-length parameter a/L decreases. At a/L = 1/2, i.e., y = 1, the transformed zone remains

* bounded, because, as will be shown, the initiation stress ai is less than o0 , and transformation

does not occur at infinity. The effect of crack length on boundary size and shape is seen in Fig. 7,

which shows the zone boundaries R(0)/L again for (o = 10 and several values of a/L. The frontal

* boundary intercept R(0)/L is plotted versus log(a/L) in Fig. 8 for various a0. Remarkably, at the

value a/L - 1.40, the normalized frontal intercept R(0)/L - 0.71 is independent of the parameter co

even though the overall boundary shapes R(O)/L remain distinctly different.

The normalized initiation strengths ar/ao are plotted versus o for various values of a/L in

Fig. 9. Recall that for semi-infinite cracks K Kttp - Km at initiation, so that

0
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ai/Oo -+ 1 for a/L -. . However, for finite a/L, Fig. 9 reveals the surprising result that ai/ao < 1,

thus indicating that the presence of the transformation weakens the material as far as crack growth

initiation is concerned. Plots of ai/a0 versus (o, shown in Fig. 10 over the extended range

0 < co < 160, display the remarkable feature that for each value of a/L selfcracking at ai/oo, = 0 can

occur for a sufficiently high o. In the limit a/L -+ - , the critical co for self-cracking approaches

the value o - 124.3 . However, the self-cracking values of (o are probably well beyond a

practical range.

GROWING FINITE CRACKS

The right tip of the symmetrically growing finite crack of Fig. 4 is shown in Fig. 11. When

the tip has advanced from its stationary position at x - a by an amount Aa, a wake region of

transformed material has been left behind. The boundary of the transformed region is modeled by

three segments; active, passive and residual, as in the study of [7] for semi-infinite cracks. The

instantaneous active segment MN, is the advancing part of the boundary along which material has

just transformed according to the criterion a = om. The residual piece OP is a portion of the

stationary-crack boundary that is left behind with the fist increment of crack growth. The passive

0 segment is a growth-dependent piece connecting 0, the end of the residual piece, with N, the end

of the current active segment.

This study employs the crack extension model introduced in [7] and described concisely

* below, to solve for the transition from the stationary, finite crack to large crack growth. In the

limit of infinitesimal crack-growth increments, the passive segment continually extends while

always providing a smooth connection to the active piece. In the numerical calculations, the crack

0 tips were advanced symmetrically by a series of small, finite growth increments, for each of which

the passive-zone boundary was extended by a straight-line increment tangent to the end of the

current active boundary, and connected to the end of the previous active boundary. Again, the

* active-segment configuration R(O) and the magnitude of the current applied stress were found by

requiring that the combined effects of a and the transformation itself maintain Ga = om on MN,

0
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while keeping Kup equal to Km. The numerical solution procedure is discussed in Appendix B.

The results of calculations for a/ao versus Aa/L are shown in Figs. 12 and 13 for

= 5,10 and various a/L. The normalized applied stress is seen to reach a peak value op/ao for

finite amounts of crack growth. The value c7, may be identified with the ultimate strength of the

* material in the presence of a "worst" flaw of size a. For very short cracks, ap/co occurs

immediately after the onset of growth, while for "long" cracks, ap/ao occurs for a crack advance

Aa/L well in excess of the initial intercept R(O)/L (Fig. 7). In the limit a/L = a, /o = K/Km is

* the non-dimensional "resistance curve" function of Aa/L found for semi-infinite cracks in [7].

Two factors are responsible for peaks in the curves of /o vs. AaL. The contribution of

a to Ktip during crack extension is a monotonically increasing function of Aa given by

0 Knom = oc(a+Aa) (11)

whereas the reduction in Kup provided by the transformation depends on both Aa and the starting

crack length a. For small values of a/L, the transformation contribution to Kp is never very large

during the initial stages of growth so that the effects of a dominate the strengthening behavior after

only a very small amount of extension Aa/L. For sufficiently high a/L, the Ktip reduction due to

the transformation increases during an initial period of crack growth, fighting both the material

resistance Km and the effect of a due to increasing crack length, before reaching a maximum and

eventually decreasing toward the steady-state level for very long cracks, at which point the effects

of a dominate the strengthening behavior.

The transformation-toughening effect for growing fiite cracks may be isolated by using

the results in Figs. 12-13 to plot Knom/Km vs. Aa/L , as in Figs. 14-15. These pseudo-

resistance-curves, given by
• Kloom aoj A

K,0 3  a =a(.1 (12)

show that the weakening already observed for the stationary crack persists, in that crack-tip

interaction makes the transformation-toughening less than it was for the semi-infinite crack, shown

* by the dotted curves. Peaks in the dependence of Knom/K- vs. A/L still occur for sufficiently
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long cracks, but for short cracks Knom/K, approaches the steady-state toughening ratio X,

monotonically.

Calculations of peak tensile-strength p/ 0o are plotted versus log(a/L) in Fig. 16 for

various a). For a/L - 1, the presence of the transformation provides only slight fracture-stress

enhancement, cyp/co - 1, and for low-enough w, may even reduce the fracture strength,

yp/ao < 1. As a/L -- , the ratio ap/ao is given by the asymptotic expression

!Z = K K(13)

where Kp/Km and (Aa/L)p are the peak toughening and the corresponding normalized crack

growth for the semi-infinite crack (Fig. 3) found in [7]. This estimate, shown by the dotted

curves in Fig. 16, is useful only for sufficiently low co and/or high a/L.

Finally, we wrap up the results for up/ao in Fig. 17, which shows (Op/ao)Il vs. co for

various a/L. For a/L= ,the curve is the same as that given in Fig. 1 for X .The loss in

transformation-strengthening associated with finite crack size is evident.

0

0
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DISCUSSION

The calculations of this study indicate that transformation-strengthening in the presence of

finite cracks occurs at finite amounts of crack growth, but will generally be substantially less than

the transformation-toughening associated with long cracks. Thus, even for o) - 20,

corresponding to lock-up of a growing semi-infinite crack, it is unlikely that there would be

improvement by more than a factor of two in the tensile fracture strength of the material. This

conclusion presumes the existence of "small" cracks with a/L = 10 or less. Transformation-

strengthening in the presence of large flaws, initial or otherwise, could approach the magnitude of

the transformation-toughening associated with semi-infinite cracks. Thus we conclude that if the

material is "good" to start with, transformation-toughening will not help to strengthen it much; but

if it starts out "poor" because of large flaws, the transformations might be quite beneficial.

APPENDIX A

STATIONARY CRACKS

The solution for ac'ao and R(O)/a is accomplished by superposing the effects of the remote

k ling and the transformation itself to enforce the criterion am = om along the outside of the

phase-transformation boundary while maintaining Ktip = Km. The mean stress field due to the

remote loading a = ai is given by

2(1+~i[ 
A1R a

and the corresponding "applied" crack-tip stress intensity factor is

Ktip = atz' (A2)

The contributions to am and Kup due to the transformation are found by first considering

the effects of a small circular spot of dilatation of area dA0 and centered at the point

z. - x0 + iy.. The plane-strain mean stress at z exterior to the spot can be found by complex-

variable methods to be given by
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ei (L+v\) R z+z0  A (3

(Here a straight branch line connects the crack tips, with a --+ z for IZI E-'>; Eq. (A3) is

consistent with formulas given by Rose in (9] .)

Integration over the transformed regions (Fig. 4) and use of Green's theorem then gives the

following result for the mean stress at any z outside those regions:

CaM - L i - Re 1 z +_Z dYo (A4)
1V vCh C

°°=- 9X~ 1':-' ,':-,2+ V,:-2

where C and C are the boundaries of the transformed zones surrounding the crack tips at

x = ±a. Similarly, the mode-I crack-tip stress-intensity factor due to the phase transformation is

Kti=- 6(l-v) 4 " Re _dy (A5).

The critical-mean-stress criterion is formulated by setting the sum of (A 1) and (A4) equal to

d. and allowing z to approach C+ from the exterior of the transformed region. We introduce the

notation (Fig. 4)

z+,_(O) = aZ,+.(O) = ±[R(O)e ±e+ a] (A6)

for the values of z on C+ and C... Then, with the use of the definitions (1), (2), and (5) for Cu,

L, and ao, the governing integral equation for R(O) becomes

:ooJ a L V J

J(M(Od9') a sine' dO' (A7)

where
z+(e) + Z4,(e') (A8)

M+_oo0=(S



The constraint on Ktip is formulated by setting the sum of (A2) and (AS) equal to Km to get

01
I -- (7i ) Re I - ()) Z..(9)-l d -O ' Tsin 9d (A9)

co 18,r I LJ~ f V ' X \v,( lI 30 a

Equations (A7) and (A9) constitute a nonlinear integral equation and constraint in the

unknowns R(0)/a and aci/ao for prescribed co and a/L. Solution was accomplished by first

expanding the radius vector in the form

N

R(O)/a = a. cos(nO) (A10)
n=0

After substitution of (A 10) into (A7)-(A9), a system of N+2 equations in the N+2 unknowns

(a0,...,aN,oi/ao) was generated by collocating (A7) at the N+1 points 9j =jx/N (j=0,...,N) and

enforcing (A9). The integrals of (A7) and (A9) were evaluated by Gauss quadrature, and a

Newton-Raphson iterative scheme was used to find a solution, with convergence specified by a

relative change of less than 0.1% in the values of each of the unknowns in successive iterations. It

was found that 10-15 term expansions of R(0)/a were sufficient to obtain a solution.

APPENDIX B

* GROWING CRACKS

The solution for the stress ratio Wo and the transformed region as functions of the crack

growth Aa = a'-a (Fig. 11) was accomplished by adapting the analysis of Appendix A to enforce

the criterion am a fm along the active boundary segments while maintaining Ktip at Km. The

coordinates of the points on the zone boundaries surrounding the crack tips at x = ±a' are now

given by (Fig. 11)

z,.(O) = aZ+,_(O) = ± [R(O)ee + a] (BI)

on the active segments, -a < 0 < a, where the angular coordinate c of the transition point N is to

be determined.

The mean-stress field exterior to the transformed regions of the growing crack is found by

replacing a by a' in the sum of (A I) and (A4), which gives
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2m = + v~ c [ R z ) -1 ]
VTa

E& - IV Re Z+zO dy (B2)

Setting am= Om and letting z approach C+for 0 < 0 < a gives the equation

IZ(O)A2 2

CDR -f'[H+(0,O)-H(O,0')] - ) sin(']O (B3)
Co1 2 -xR(' a (']O

:<OV ,[tIz7+ (0A ,-

where

* A = a'fa (B4)

and

H+,(,o') = Z40) + Z.,.,40) (B5). /Z (0)-7 + 2Z.(0)A

The crack-tip stress-intensity factor for the growing crack is found by replacing a by a' in

(A2) and (AS) to get

Kup = aF4 - - ReW !a.1 dyO (B6)
6NrxjaT( 1 -v) .rcyzo-

Setting Ktip = Kun, and non-dimensionalizing then gives

e f x r I-d,1i Ro sinOldO (B7)
" FO 1 "V A -- J_ Z+(0)--A Z_(0)-A a

For a given value of A, equations (B2)-(B7) constitute a nonlinear integral equation and

constraint in the unknowns R(O)/a, /o, and a. Solutions for increasing values of A must be

found on the basis of a series of small increments in A. With previous residual and passive

0
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boundaries (Fig. 11) OP and ON known, the new configuration of NM produced by the change in

* A must be found, and connected to the previous passive segment ON by means of a short straight-

line segment. An additional constraint is introduced by enforcing the tangency condition

dY Id Y (8dX Acnw dXPASSVE (8

at the juncture point N (Fig. 11). (For the very first crack increment the extra tangency condition at

the juncture 0

dY 
(B9)

was also imposed.)

The solution of (B3), (B7) and (B8) for R(O)/a, ai/co and a was accomplished with a

procedure analogous to that of Appendix A. The radius was expanded in the series

N
R() a T2,(O/a) (B 11)a

n=O

in the range (o, a) where the T2n are the even Tchebyshev polynomials. A system of N+3

equations for the N+3 unknowns (ao,...,aN, a/ao,a) was generated by collocating (B3) at the N+I

points Oj = jWL/N (j=0,...,N) while enforcing (B7) and (B8). The integrals in (B3) and (B7) were

evaluated with Gauss quadrature, and the Newton-Raphson procedure outlined in Appendix A was

then used to obtain a solution. A five term expansion of R(O)/a was sufficient to achieve

convergence for all growth increments. As a check on the accuracy of selected calculations for a

prescribed sequence of crack growth increments, the solution procedure was repeated with the

growth increment sizes halved, and only slight variations in results were detected.

0
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*Fig. 1 Transformed zone during steady-state crack growth, semi-infinite crack.
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Fig. 2 Reciprocal of peak and steady-state toughening versus o), semi-infinite crack.
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Fig. 4 Trainsformed zones just before crack-growth initiation, finite crack.
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Fig. 11 Upper half of transformed region at right-hand tip of growing crack.
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Abstract

This study examines the phenomenon of microcrack toughening under the premise that

toughening must entail mutual shielding of the main crack and the microcracks. Maximum

toughening corresponds to the macrocrack/microcrack configuration that minimizes the maximum

energy release rate (or stress intensity factor) among the various crack tips. Explicit results for the

* maximum toughening achievable and the corresponding optimal configuration are presented for a

plane stain model of a macrocrack in the presence of either one or two microcracks.

1. Introduction

Some brittle single phase polycrystalline materials display a macroscopic fracture energy

which is many times the fracture energy for cleavage of the single crystals or the fracture energy of

grain boundary separation. Thus, even in the absence of any plastic deformation, the polycrystal

can be much tougher than its constituent crystals or its grain boundaries. A number of toughening

mechanisms have been suggested to account for this rather counterintuitive phenomenon. Each

mechanism proposed is connected one way or another to heterogeneity on the scale of the grains.

They include crack deflection, microcrack shielding, and crack bridging by uncracked grains.

Quantitative toughening predictions for these mechanisms are not yet firmly established and a

consensus on conditions when one mechanism is expected to dominate has not been reached.

This paper focuses on microcracking and addresses the question of the maximum

toughening which can be expected from this mechanism. Considerable theoretical work has

recently been devoted to the phenomenon of microcrack shielding in brittle materials. Some

studies approach the problem on a continuum scale (Hoagland and Embury, 1980; Evans and

Faber, 1980; Hutchinson, 1987; Ortiz, 1988) where a profusion of microcracks are imagined to

0
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participate in the process of shielding the main crack. Other studies (Rose, 1986; Rubinstein,

1986; Horii and Nemat-Nasser, 1987; Kachanov, 1987; Montagut and Kachanov, 1987; Gong

and Hori, 1989) treat the microcracks as discrete entities interacting with the main crack tip. There

are two potential contributions to toughening from microcracking. One is crack tip stress

* redistribution due to the release of residual stress when a microcrack is nucleated. This

contribution is rather similar to plastic deformation at a crack tip in a metal or to dilatational

transformation at the tip of a crack in a ceramic. The residual stress is present and varies from

• grain to grain when the crystals have thermal-expansion anisotropy. The other contribution results

in stress redistribution at the main tip due to microcracking in the absence of residual stress. In the

continuum approach this redistribution results due to the lowing of the stiffness of the

* rmicrocracked material. In the discrete approach the redistribution occurs directly from the

interaction of the microcracks with the main crack. It is this latter contribution which is of concern

in this paper. The contribution due to release of residual stress is reasonably well in hand

* (Hutchinson, 1987) and does not present any major computational difficulties.

Specifically, in this paper, the interaction between one or two microcracks located near the

tip of a macrocrack is considered. Optimal configurations are found which minimize the maximum

* energy release rates for all the crack tips involved. Although the outcome of a highly idealized

model, these results supply insight into the maximum amount of toughening which can be expected

from this contribution of microcracking. Prior work has primarily focussed on shielding of the

main crack with no regard for any attendant amplification of the energy release rates of the

microcraks. A toughening enhancement requires the muual shielding of the main tip and the tips

of the microcracks, otherwise crack advance will occur from one of the microcracks. This is the

motivation for the search for the configuration with the lowest possible maximum energy release

rate of all the crack tips involved.

This study is highly idealized in that attention is limited to plane strain cracks in an isotropic

elastic solid. Microcracks in a brittle polycrystal usually nucleate on a grain boundary facet and

arrest at a junction, or they may form on a crystal cleavage plane and arrest at the first grain
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boundary they encounter. In either case, the heterogeneity at the scale of the grains sets the size

and orientation of the microcracks, and nucleation is usually assisted by residual stresses.

Nevertheless, the results of this study do isolate an essential aspect of the interaction between a

macrocrack and microcracks as it pertains to toughening.

A rationale for limiting attention to the one or two microcracks nearest the main crack tip

can be found from both continuum and discrete interaction theories. Calculations using large

arrays of discrete microcracks interacting with the macrocrack (Montagut and Kachanov, 1987)

suggest that the locations of the nearest microcracks largely determine whether shielding or

antishielding occurs. The details of the distribution of the microcracks outside the immediate tip

region appear to be less important. The same conclusion can be drawn from continuum studies of

the effect of zones of less stiff material surrounding a macrocrack tip (Hutchinson, 1987).

Consider the semi-infinite crack tip in Fig. la which is surrounded by an annular circular zone with

a reduced shear modulus 11 and an altered Poison's ratio V. The crack is subject to a remote

0
mode I loading characterized by K1 , and the stress intensity factor at the tip within the annular

zone (with modulus i and v) is K' . To lowest order in the differences in moduli, Pl-p., and

Poisson's ratio, V-,

A 0

K I = K I (.)

In other words, the annular zone of less stiff material surrounding the tip has neither a shielding

nor an antishielding effect to lowest order. If the less stiff zone extends all the way to the tip such

that the tip lies in the less stiff material, as shown in Fig. lb, the crack tip stress intensity factor is

altered according to

0. 1 8(1v)Lil-1 4(13-v)Ip- I (1.2)
KA

to lowest order in the moduli and Poisson's ratio differences (Hutchinson, 1987). Thus, it is the

inner core of less stiff material, as opposed to the surrounding annular region, which mainly
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influences the stress level at the crack tip. Note also that the size of the circular zone does not enter

into (1.2). Increasing the zone size does not alter the shielding.

2. Formulation of the problem

Consider the configuration in Fig. 2a where a single microcrack of length 2a is positioned

near the tip of the main crack. The tip of the main crack is subject to a mode I stress intensity

factor K in the absence of the microcrack. When the size and distance of the microcrack from

the tip is very small compared to the length of the macrocrack, one can consider an asymptotic

problem where the semi-infinite main crack is remotely stressed consistent with the classical mode

I crack tip field
K0

( = I a ij(0) (2.1)

where (r,O) are plane polar coordinates. The microcrack is arbitrarily positioned as characterized

by the two angles, a and , and the distance, d, of its center from the main tip. Let

• 02 (I-V 2)
o = K1  " (2.2)

be the energy release rate of the main tip in the absence of the microcrack, where E is Young's

modulus and v is Poisson's ratio. It will be referred to as the applied energy release rate. Denote

the energy release rates of the three tips in the interaction problem in Fig. 2a by I A, S B and S c.

By dimensional considerations and the fact that a linear, plane strain problem is being analyzed,

one concludes that

S A/S0 - f (d/aa0w) (2.3)

with a functional dependence on the same variables for S B/S oand Sc/S0. Similarly the mode I

or mode II stress intensity factor of any of the three tips must depend on the same three

00 nondimensional position variables according to

K/K0 = g (d/aaw) (2.4)

Thus, a small microcrack close to the tip has the same effect as a large microcrack farther from the

tip with the same d/a ratio. More to the point for application to polycrystals, the influence of a

0
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microcrack of fixed size (e.g. the size of a grain facet) is larger the closer it is to the macrocrack tip.

This observation is clearly related to the special role of the microcracks nearest the tip nccd iii th

Introduction.

The two-microcrack configuration in Fig. 2b will also be considered. In this case the

cracks will be restricted to be symmetrically positioned with respect to the semi-infinite main crack.

Thus, by symmetry, only results for tips A, B and C need to be considered.

The solution to the interaction problem is obtained by numerical solution to an exact integral

equation formulation similar to that used in (Kachanov, 1987; Hori and Nemat-Nasser, 1987;

Gong and Horii, 1989). This formulation and the reduction for numerical analysis is given in the

Appendix. The solution procedure leads to highly accurate results for the stress intensity factors

and energy release rates. High accuracy is needed for the present minimization problem. Various

approximate solutions, or solution procedures, have been proposed for the interaction problem.

These approximations all tended to lose accuracy when d/a < 1 and the microcrack is located off the

plane of the main crack as in Fig. 2a. In particular, they have large errors for the optimal crack

configurations reported in the next section.

Two minimax problems are considered in this paper

* Problem No. I

Minimize the maximum of (I A/1 0, 1S/ 0, 1 c/S 0) with respect to all admissible d/a, a

and co. Admissible values of the position variables are those for which the cracks do not intersect.

* ml~m. Ia.0A Prbe No 2

Minimin the maximum of (K'/KI, K'fKO, KCI) with respect to all admissible d/a,

a and co.

* Solutions to the minimax problems are carried out using the Least Pth algorithm (Bandler

and Charalambous, 1972) coupled with a Simplex search method (Press et al., 1986). In the

terminology of optimization, the objective function to be minimized is either the maximum energy

* release rate or the maximum mode I stress intensity factor-among all the crack tips.
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3. Solutions, Optimal Solutions and Inferences

As an illustrative example, consider the special subset of configurations for the two-

microcrack problem wherein the microcracks are parallel to the main crack (a = 0) and d/a is fixed

at the value 1.2. The dependence of the energy release rates of the tips on co is shown in Fig. 3.

When the microcrack is ahead of the macrocrack (o < 600) the energy release rate of the

macrocrack tip is amplified above the applied value. Within this subset of configurations, the

maximum shielding of the main tip A occurs when 0) -W 3with S A = .325. However, in this.

configuration the energy release rate of tips C of the microcracks is larger than that of the main

crack. Maximum mutual shielding (Le. the minimum maximum energy release rate) in this subset

of configurations occurs when co a 1400 with 3 A = 5c.

The results of the solutions to the two minimax problems over the full range of admissible

d/a, (z and co are presented in Table 1. The optimal configurations are shown in. Fig. 4. Note that

the differences between the optimal solutions and configurations are very small Moreover, the

optimal position parameters characterizing the one-microcrack problem are almost the same as for

the two-microcrack problem. For Problem No. 1 where the objective function is based on the

energy release rate the optimal solution gives

SA/1 -C/1o = 0.468  (one microcrack) (3.1)

AS1 0 - Sc/So - 0.289 (two microcracks) (3.2)

The objective function space is relatively flat in the neighborhood of the minimum solution.

This holds true for each of the two objective functions and for the one- or two-microcrack

problems. Thus there is a range of configurations about those listed in Table 1 for which the

values of *A and S c are essentially the optimal values. For the same reason, the values of

position variables for the optimal configurations are less accurate than the optimal values of the

objective function, ie. S or K.

The optimal results are not entirely unexpected. Consider, for example, the configuration

in the insert in Fig. 5 where a single microcrack is parallel to the main crack and the two lead tips,

A and C, are equally extended. The variation of the energy release rates of the three tips with c/a is



-7-

shown. As can be understood from elementary considerations, the applied energy release rate

becomes equally partitioned between each of the lead tips when c/a << 1 and

SA/S0 --* SC/S0 -" 1/2 as c/a -+ 0 (3.3)

This arrangement is not far from optimal for the one microcrack case.

0 The two-microcrack case is not so easily understood. The analogous arrangement of two

parallel microcracks has a variation of energy release rates shown in Fig. 6. In this case, the

applied energy release rate is not equally partitioned as c/a -+ 0. Instead the main tip is shielded

0 such that

SA/SO M= 0.1 and Sc/So = 0.45 as c/a -+ 0 (3.4)

This configuration is quite far from optimal.

* The optimal values of the mutually shielded tips in (3.1) and (3.2) suggest that the largest

amount of microcrack toughening (excluding the contribution from the release of residual stress)

that can be expected is 2 or 3 times the "intrinsic" toughness measured in surface energy units.

* That is, if crack advance of each of the tips is controlled by a critical value of energy release rate,

Scan-, then there exist one- or two-microcrack configurations for which the critical applied energy

release rate, SO, is 2 or 3 times S Crr. Whether optimal, or near optimal, configurations can

0 actually control the overall toughness in a statistical sense along a crack front is an open issue.

The above conclusion is not only tempered by the fact that the calculation is a two

dimensional one. As discussed in the Introduction, it is also premised on the assumption that

* shielding is dominated by the microcracks closest to the tip. In addition, the assumption of an

"intrinsic" toughness, SCprT, is obviously a simplification. Local conditions such as geometry,

elastic anisotropy mismatches, and residual stress at a grain boundary junction or grain boundary

• where a tip has arrested will influence the critical energy release rate for that tip at that location.

The manner in which all these influences work to establish the polycrystalline toughness is

extremely complex and difficult to model. The present results, though highly idealized, provide a

• reference for the effect of microcracking on toughness, excluding the contributions from the release

of residual stress.
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APPENDIX

Macrocrack/Microcrack Interaction Solution

The solution methodology is illustrated for the case of a one-microcrack system involving a

semi-infinite crack and a microcrack of length 2a within an infinite body subject to remote loading

as shown in Fig Al. Following the procedures in (Kachanov, 1987; Hori and Nemat-Nasser,

1987; Gong and Horii, 1989) the total problem in Fig. Al is decomposed into three subproblems

where each subproblem contains only one crack. Based on linear superposition principles, the

stress intensity factors at the various crack tips in the total problem are found by summing the

stress intensity factor contributions of the corresponding crack tips in the three subproblems. The

macrocrack/microcrack interaction solution method involves constructing the integral equations

governing pseudo-tractions '(p) and T (M) on the faces of the two cracks in sub- -roblems 2 and

3. Here p is the lineal coordinate along the semi-infinite crack wake with p = O at the tip, and il is

the lineal coordinate along the microcrack face, where 11 = 0 is midpoint of the microcrack.

In subproblem 1 the semi-infinite crack is subject to the same remote loadings as that

found in the total problem. The resultant traction along the line segment BC has a component

along the direction of BC denoted as 0 (To and a component perpendicular to BC denoted as

a *(TO .The location of the line segment BC corresponds to the location of the microcrack in the

total problem.

In subproblem 2 the stress field within the infinite body is due to a traction distribution

0 along the semi-infinite crack faces with a shear component ',(p) and a normal component

A (p). The traction distribution (P) is needed to maintain traction-free boundary condition

along the semi-infinite crack faces in the total problem, the magnitudes of its components to be

determined as part of the solution to the total problem. The resultant traction along the line segment

BC has components 0BO).
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Similarly, in subproblem 3 the stress field within the infinite body is due to a traction

distribution alo, g the microcrack faces with a shear component 't1(1) and a normal component

S7B). The esultant traction ng the semi-inf1i j line segment has components aA(p) and

aY A p) along directions that are parallel and perpendicular to the line segment

Solution of the total problem is found by requiring the unknown tractions A(p) and

IT(q) in the subproblens to result in traction-fre crack faces in the total problem such that

e(p) + C(p) =0 for 0:< p <-a<I
fo O0~. (Al)

Cy B(11)+ T (11 M)for - a <'< a

From this point on our procedure departs somewhat from those in (Kachanov, 1987; Hori and

Nemat-Nasser, 1987; Gong and Horii, 1989).

SubkmbemI

Let the applied K field for the total problem be expressed in complex form such that
0 0

K= 1 + iK n  (A2)

00 where i --I and KOI has been included. The stresses CY (11 then take the form

a 2 =Re[ Z+ if]
a*, =Re( Y] (A3)

where
Y = (IM(2) + y Z/ ) i 7a () (4

z= K

Here, k denotes the complex conjugate of K and z is the complex variable denoting the position

of the point on BC.

IstmTm2
The resultant stresses a(11) due to the psetudo-traction ?A(P) are defined as



cyB(TI)= K A(TI;p) t(p) dp
0A

where K A (T ;p) is the 0 component of the resolved stresses on the line segment BC at location 11

due to a pair of unit line loads applied on the semi-infinite crack faces at location p. Here the

repeated indice ot is to be summed from I to 2. Explicit expressions for K canbederivedfrom

results in (Tada et al, 1985). For numerical evaluation of the integrals in (A5) let

* ( u)A U - (u) P =l+u
j I - a l-u (A6)

where Uj.i(u) is Chebyshev polynomial of the second kind of degree j-1 and u is the

nondimensional distance variable defined such that - 1:5 u <5 1. For admissible microcrack
0 configurations where the microcrack and the semi-infimite crack do not overlap, (AS) can be

integrated exactly in closed form giving

N
*Y A (T1) = Y Ajo FO(n) (A7)

A B0 The resultant stresses P (p) due to the pseudo-traction r C(T1) are similarly defined as

a- KAa (P;) aT) di (A8)

* Explicit expressions for K can also be derived from results in (Tada et al, 1985). For

numerical evaluation of the integrals in (A8) let

B N T
=. Bj(Uwj. I(w) with w = a (A9)

j.1

Again, for admissible microcrack configurations (A8) can be integrated exactly in closed form

giving
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NCFA(p) - Bj G 1a
= a Z B G w) (AlO)•* j=1 A0

Stress Intensity Factors

Substitution of (A3,A6,A7,A9 and AlO) into (Al) results in a system of equaions which

are linear in the 4N-unknowns, Aim and Bju, and which have an explicit, closed form dependence

on p and TI. Each of the four equations (A6,A9) are collocated at N points denoted as tk where

( kx k
*~~~~ UNtk)O,0 tk = COS -N + U = .)N Al

The stress intensity factors at the semi-infinite crack tip are found by combining the stress

intensity factor contributions from subproblems 1 and 2 such that (Tada et al, 1985)

*A I 2ai~ 1 ZAK K-.i- -7wt(u) du A2
Kv iK E (A12)

where K are the magnitudes of the applied mode I and II stress intensity factors. The integrals

* in (A12) can be integrated exactly in closed form giving

A NK K7+2 N/2 -7 ( - 1)A
=1 tA (A13)

* The stress intensity factors at the microcrack tip C due to ri(T) take the form (Tada et al,

1985)

* K = -IJ= :( d (A14)
-1

which can be integrated exactly in closed form giving

N
K 7- B (A15)

j=1J

Similarly, the stress intensity factors at the microcrack tip B take the form

+ KW _i " l+w i (A16)

which can also be integrated exactly in closed form giving
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B N
K = jT.1 (-0 B (A17)

Since the integrals (AS, A8, A12, A14 and A16) that arise in this macrocrack/microcrack

interaction formulation are integrated exactly, the accuracy of the crack interaction solution obtained

using this method is limited only by the number of terms taken in the pseudo-traction series and the

choice of collocation points.
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TABLE 1

Optimal Solutions for one- and two-microcrack configurations

on-microcract two-microcrack

objective function minimized

optimal solution G K1  G K1

CO 145.8 149.9 147.9 150.4
27.0 25.1 27.4 24.3

d/a 1.02 1.01 1.02 1.02

A 0.468 0.429 0.289 0.246
3B 0.001 0.001 0.001 0.000

c 0.468 0.502 0.289 0.312

KA 0.683 0.652 0.538 0.496

K B 0.031 0.025 0.023 0.020
1

KC 0.623 0.653 0.475 0.495

K A 0.042 -0.056 0.000 0.000a
B 0.017 0.007 -0.003 0.008

C 0.283 0.276 0.252 0.259

* bottom crack
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0

* Fig. I Zone of reduced stiffness surrounding the tip of a semi-infimite crack: a) annular
reduced stiffness zone, b) reduced stiffness zone extends all the way to crack tip.
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a C

Fig. 2 Macrocrack/microcrack configurations: a) one microcrack, b) two symmetric
microcracks.
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Fig. 3 Variation of energy release rates with co for d/a 1.2 and a =0.
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* Fig. 4 Optimal one- and two-rnicrocrack configurations-
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* Fig. 6 Variation of energy release rates with c/a for two microcracks parallel to main crack

with aligned leading tips.
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Abstract. The problem studied is a spherical particle under residual compressive stress which

subsequently nucleates an annular microcrack at its equator in the tensile stress field of the

surrounding infinite matrix. This analysis provides fundamental solutions needed for continuum

modelling of constitutive behavior of materials that undergo microcracking. The primary results of

interest are the additional strains that show up at the macroscopic level via microcracking due to

either release of residual stress or remote loading of the microcracked matrix. In addition, the

stress intensity factor at the outer microcrack tip and the microcrack volume opening under these

two loading conditions are evaluated. In presenting numerical results both particle and matrix are

assumed to possess elastic isotropy, while the particle to matrix Young's modulus ratio assumes a

range of values.

1. Introduction

In the absence of external loads microcracks form in polycrystalline and multi-phase

materials when residual stress of sufficient magnitude develops within these materials. The

residual stress can be due to a number of sources such as: thermal mismatch between phases of

multi-phase materials, thermal anisotropy in the single crystals in polycrystalline materials, or

crystallographic transformation of particles in a ceramic matrix [1-1 1]. In continuum modelling of

the constitutive behavior of materials that undergo residual stress induced microcracking, the

primary quantities of interest are the effective moduli of these microcracked materials [ 12,13] and

the additional strains that show up at the macroscopic level due to microcracking [10].

In this paper an analysis of radial cracking around a spherical particle in an infinite matrix is

performed. Specifically, the problem being considwred ib that of a spherica particle under residual
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compressive stress which subsequently nucleates an annular microcrack at its equator in the tensile

stress field of the surrounding matrix as shown in Fig. 1. The configuration shown in Fig. 1 can

be used to model either a circumferential-like microcrack around a particle such as those observed

in zirconia toughened aluminas [9], or a microcrack that runs around a grain of a polycrystal along

the grain boundaries the grain shares with its neighbors. Consequently, the radial extent of the

microcrack in Fig. I is related to microstructural features of the surrounding matrix. This analysis

thus provides fundamental solutions needed for continuum modelling of the constitutive behavior

of materials that undergo microcracking.

The additional macroscopic strains due to microcracking mentioned previously arise from

two distinct sources: 1) release of residual stress via microcracking, and 2) remote loading of the

microcracked matrix. These additional strains are defined as the difference in macroscopic strains

between the microcracked and the uncracked system due to either one of these sources of loading..

With reference to Fig. 1, these additional strains, per unit volume of the particle, are denoted as

i~j and are defined as [14]

E (U __ Un . (uj _ U) n d(1.1)Aij= 2 A Di

where AR denotes the outer boundary of the matrix, ui denotes the displacement along AR in the

presence of the axisymmetric microcrack and u° denotes the displacement along AR in the absence

of the microcrack. In continuum modelling of microcracking where the microcracks in the matrix

are far enough apart so that interaction of the microcracks can be neglected, the total macroscopic

strain contribution Eij due to a volume fraction p of microcracked particles is simply [ 14)

E1 j= E 1+ p (AEI) (1.2)

where E0 denotes the strain contribution in the absence of the microcracks and <AEtj> denotes an
ij

appropriate averaging of the extra strain contributions with respect to the orientations of the

microcracks in the matrix.
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In this study the additional macroscopic uniaxial (AE33) and dilatational (AE k) strain

contributions are presented for a number of loading situations to be specified. Note that (1. 1) is

not in a form suitable for numerical work. For actual computation of AEj (1.1) is transformed, as

shown in the Appendix, into an expression over the microcrack surfaces which is convenient for

numerical evaluation.

This paper is organized to first deal in Section 2 with the effects of release of residual

compressive stress within the spherical particle in Fig. 1. For definiteness, the residual stress is

henceforth assumed to be the consequeiice of transformation loading [1,2,8] of the particle. The

uniform transformation strains, eT , within the particle are taken to be either a pure dilatation of the

form
eT . i,j= 1,2,3 (1.3)

or uniaxial in nature such that the only non-zero component of the transformation strain is

£T3- eT (1.4)

These two choices of transformation strains are motivated by their use in the majority of research

works on brittle material systems such as ceramics.

hi Section 3 the effects of remote loading of the microcracked matrix are analyzed.

Specifically, the uniform remote stresses, V., are taken to be either hydrostatic tension in nature
II

of the form
*" = E'8 i,j= 1,2,3 (1.5)

or uniaxial tension in nature such that the only non-zero component of the uniform remote stresses

is
11 3 Z" (1.6)

The extra macroscopic strains AE33 and AEkk that result from these four loading situations

will be presented in this study, along with results on the stress intensity factor at the outer

microcrack tip and the microcrack volume opening under these loading conditions. Both particle

and matrix are assumed elastically isotropic. The particle to matrix Young's modulus ratio
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assumes a range of values, but in the interest of reducing the number of parameters in the problem

the Poisson's ratios are taken to be equal. For the case of common Young's modulus for particle

and matrix, the stress intensity factor at the inner microcrack tip will also be calculated. Under the

various loading conditions results for homogeneous material behavior (E1 = E2) will be presented

* first. For cases of inhomogeneous material behavior (El * E2), it is shown that the results can be

represented by accurate formulae based on the homogeneous results. In interpreting the

inhomogeneous material behavior results, note that the results from this study cannot be extended

* to the limit where the Young's modulus ratio El/E2 approaches zero, since in the limit of a

peripherally cracked spherical void the internal crack does not have an inner crack tip. The

problem of a peripherally cracked spherical void in an infinite matrix is examined in [15,161.

2. Transformation Loading of Particle

2.1 Homogeneous material properties

We begin by considering transformation loading (1.3,1.4) of the particle in Fig. 1 where

the particle and the matrix share the same Young's modulus. For the homogeneous problem

solutions due to either dilatational or uniaxial transformation loading have been obtained based on a

method detailed in [17]. As applied in the present context, this method involves formulating the

singular integral equation governing the traction free boundary condition on the microcrack faces.

The unknown function that arises naturally in this formulation is the crack opening displacement

across the microcrack faces. The numerical solution of this integral equation involves expressing

the unknown function as a Chebyshev series and then solving the integral equation via collocation

in a standard way [18].

For this axially symmetric problem of transformation loading of the particle, the relations

between the stress intensity factors and the microcrack length are presented in a normalized form in

Fig. 2. The normalization factor K0 will be introduced shortly. With reference to Fig. 1, note that

values of the normalized microcrack length c/a between 0 and 1 span the complete range of crack

geometry. The asterisks in Fig. 2 represent the numerical results to the singular integral equation

mentioned previously, while the solid-line and dash-line curves are analytic approximations to be
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introduced later. With reference to Fig. 1, K h and K h denote the inner and outer microcrack ti

stress intensity factors. The dependence of microcrack volume opening on crack length is

presented in Fig. 3, in which the asterisks and the solid-line and dash-line curves again represent

the numerical results and analytic approximations to this problem, with the normalization factor V0

0 to be introduced shortly. For the present case where El = E2, it is shown in the Appendix that

AEkk = AE 33 = V.
A B

In Fig. 2, the normalization factor K is the asymptotic form of both K A and K h as the

normalized crack length c/a approaches zero, while in Fig. 3 the normalization factor V0 is the

asymptotic form of the microcrack volume opening as c/a approaches zero. For dilatational

transformation loading Ko and VO take the forms

K0 =
0o 30.- v) J

(2.1)

V o = (I+v) -1- bc 2 T

while for uniaxial transformationloading they take the forms

7E eTKo-

(2.2)

V=7X
2 bc2 eT

As expected, the inner microcrack tip stress intensity factor K B is higher than the outer tip

value K h for both dilatational and uniaxial transformation loading. However, while the

dilatational stress intensity results appear to be greater than their uniaxial counterparts, it must be

noted that the net particle dilatation assumed in these analyses are not the same for the two

0 transformation loading cases. Specifically, in the dilatational case
(eT) =3ET (2.3)

k dil

while in the uniaxial case
(c'k= FT (2.4)( an'

0ta



Consequently, for equal amount of particle dilatation, the stress intensity factors due to uniaxial
transformation strains are much higher than their dilatational transformation strains counterparts..

Similar caution must be applied when interpreting the microcrack volume opening results presented

in Fig. 3.

Finally, the homogeneous material property results in Figs. 2 and 3 can be neatly

approximated using formulae of the simple form

Vh

* V0

Kh ( (2.5)

Br
Kb

K~

* where the best fits for dilatational transformation loading results correspond to

p=l, q=2.4, r=0.55 (2.6)

whereas for uniaxial transformation loading

0 p = 1.45, q = 3.1, r = 0.74 (2.7)

The solid-line curves in Figs. 2 and 3 represent best fits for dilatational transformation loading

results while the dash-line curves correspond to best fits for uniaxial transformation loading

results. In addition to providing a check on the accuracy of the finite element results to be

presented in Section 2.2 for the case E - E2, these approximate expressions will be used to unify

the finite element results in a way that will be clear later in the paper.

* 2.2 Inhomogeneous material properties

In modelling material systems in which microcracking is seen to occur around inclusions or

second phase particles, results are needed for the transformation loading problem in which the

* matrix and particle moduli are not the same. For this part of the investigation, finite element

solutions using the ADINA computer code have been obtained for three microcrack length to
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particle size ratios ( c/b = 0.1,1,4 ) which should span the range of most interest. In addition,

ratios of particle to matrix Young's modulus E1/E2 from 0.1 to 10 have been incorporated into the

calculations, as these values are representative of modulus ratios in brittle material systems such as

those found in ceramics [1]. In this part of the study the common Poisson's ratio v is restricted to

0.3 to limit the number of calculations.

The dilatational transformation loading results are presented in Figs. 4 to 6. In Fig. 4 the

stress intensity factor K at the outer microcrack tip is normalized by the corresponding stress

intensity factor for the homogeneous problem K(= K.), where Kb is found by evaluating

(2.1,2.5) using the matrix's Young's modulus such that E = E2. The three curves in Fig. 4

correspond to results based on the three crack lengths mentioned previously. This normalized

stress intensity factor is plotted first as a function of EI/E2 for 0.1 El/E 2 
< 1, and then as a

function of E2/EI for 1 ! E2/EI ; 0.1. In addition to the stress intensity factors results, the

present choice of abscissa nicely exhibits the modulus ratio dependence of other quantities of

interest and is used in all subsequent data presentations.

By normalizing the stress intensity factor with respect to the homogeneous solutions as

indicated, the results have very little additional dependence on the microcrack length to particle size

ratio c/b. In other words, these normalized curves are, to a very good approximation, geometry

independent. As a result of this normalization scheme, the dependence of the outer microcrack tip

stress intensity factor on microcrack geometry and material properties are decoupled, so that

microcrack length effects are wholly incorporated in the homogeneous solution while Young's

modulus effects have the form shown in Fig. 4. Consequently, while numerical results have been

generated for only three crack lengths, stress intensity factor results for any other crack length can

be obtained using (2.1,2.5) and Fig. 4.

In Fig. 5 the microcrack volume opening V is similarly normalized by the corresponding

microcrack volume opening for the homogeneous problem Vh, where Vh is also found by

evaluating (2.1,2.5) using the matrix's Young's modulus such that E = E2. Again, the universal

nature of this normalization scheme is clearly evident. Consequently, the dependence of
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microcrack volume opening on microcrack geometry and material properties are also decoupled,

and microcrack volume opening results for all crack lengths can be obtained.

As mentioned in Section 1, the release of residual stress due to microcrack formation

creates additional macroscopic "inelastic" strains (1.1) in the material in which the particle is

imbedded. In Fig. 6 the extra macroscopic dilatational (AEk) and uniaxial (AE 33) strain

contributions due to dilatational transformation strains in the particle are plotted. In addition, the

microcrack volume opening results from Fig. 5 are replotted here for comparison. In Fig. 6 V,
AE33 and AEkk are normalized with respect to the particle volume Vp and the magnitude of the

transformation strain T. However, the differences among V, AEkk and AE33 are seen to be small

when c/b ! 1. Consequently, the microcrack volume opening V may be used to approximate
0 AE33 and AEkk when c/b Z 1, and these additional macroscopic strain quantities for all crack

lengths satisfying c/b Z 1 can be obtained.

The uniaxial transformation loading results exhibit trends identical to those already
mentioned due to dilatational transformation loading. In particular, previous comments on the

universal nature of the normalization scheme used to present stress intensity factor and microcrack

volume opening results apply to uniaxial transformation loading results also. The universal

0 functions generated using (2.2,2.5) are presented in Figs. 7 and 8 for the uniaxial transformation

loading results. The results for AEk, AE 3 3 and V under uniaxial transformation loading are

shown in Fig. 9, where the trends are seen to be similar to the trends for these quantities under

0 dilatational transformation loading. Consequently, the microcrack volume opening V may also be

used to approximate AE33 and AEk when c/b > 1, enabling determination of these additional

macroscopic strain quantities for all crack lengths satisfying c/b Z 1.

* Finally, when the particle and matrix share the same Poisson's ratio, it can be shown that

for transformation and remote loadings of the type specified in (1.3-1.6) the inequalities

V < AE 33  V < AEkk (2.8)

0 hold when the particle is more compliant than the matrix such that EI/E2 < 1. When the particle is

stiffer than the matrix such that Ej/E2 >1, the inequalities
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V > AE 33  V > AEkk (2.9)

are also satisfied. These general trends are apparent in Figs. 6 and 9 for transformation loading

results, and will be apparent in Figs. 10 and I I for remote loading results in the next section.

3. Remote Loading of Microcracked Matrix

3.1 Homogeneous material properties

When the particle and matrix share the same Young's modulus value, the magnitude of the

stress intensity factors of the inner and outer microcrack tips as a function of the microcrack length

can be found in [19]. In particular, the outer tip stress intensity factor due to either remote

hydrostatic (1.5) or remote uniaxial (1.6) loading is the same and takes the form

(3.1)
C

The microcrack volume opening, while not given in [19], can be found via (3.1) and can be very

accurately represented by the expression

Vh =2 (IV 2 )Z ac 2 (I- 0.469 -) (3.2)

3.2 Inhomogeneous material properties

It is found that the normalization scheme used for the transformation loading results in

Section 2, in which the inhomogeneous results are normalized with respect to the homogeneous

results, does not produce universal functions that are essentially geometry independent under

present loading conditions. However, it is found that results for both remote hydrostatic and

remote uniaxial loading can be very accurately represented by simple expressions that decouple the

dependence of the results on microcrack geometry and material properties. Specifically, for the

case where the particle is more compliant than the matrix such that El < E2 , the stress intensity

factor and microcrack volume opening results take the simple form

0
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3

K ( E1
2

3 
(3.3)

Vh 1  1  E 2

For the case of remote hydrostatic loading

a = 0.7 Ev = kL (3.4)

while for the case of remote uniaxial loading

GK = 12  a v = L 8 (3.5)

When the particle is stiffer than the matrix such that El > E2, the stress intensity factor and

microcrack volume opening results take the equally simple form

2
K l2( E c 2

3 
(3.6)

)2 

3

VOV1 1 (l-S 2

For the case of remote hydrostatic loading

OKx = 0.4 Ov = 0.5 (3.7)

* while for the case of remote uniaxial loading

OK = 0-9 1v = t.0 (3.8)

The average eor associated with the use of (3.3-3.8) is less than 4%.

0 In Fig. 10 the microcrack volume opening, the additional macroscopic dilatational (AEkd)

and uniaxial (AE33) strain contributions due to remote hydrostatic loading of the matrix are plotted

as a function of the modulus ratio. In Fig. 10, V, AEkk and AE33 are normalized with respect to

0 the particle volume Vp and the ratio of the magnitude of the remote stress to the matrix Young's

modulus '/E2 . Using the present normalization scheme the differences among V, AEkk and

0
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AE33 are small when c/b > 1. Consequently, the simple expressions for V in (3.3,3.6) may be

* used to approximate AE33 and AEkk when c/b ! 1.

Analogous to the results plotted in Fig 10, corresponding remote uniaxial loading results

shown in Fig. I I also exhibit trends identical to those already mentioned for loading under remote

* hydrostatic tension. As a result, the simple expressions for V in (3.3,3.6) may also be used to

approximate ,E 33 and AEkk when c/b ! 1.

4. Conclusion

The problem of a spherical particle under residual compressive stress which subsequently

nucleates an annular microcrack at its equator in an infinite matrix is studied. This analysis

provides fundamental solutions needed for continuum modelling of constitutive behavior of

materials that undergo microcracking. The primary results presented in this work are the additional

macroscopic strains that result from microcracking, along with results on the stress intensity factor

at the outer microcrack tip and the microcrack volume opening. In all cases examined the results

are presented in a way which decouples the geometry and material properties dependence of the

problem.
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APPENDIX

Numerical Evaluation of Macroscopic Strains AEij

While the formal definition of AEij in (1.1) involves a surface integral over the outer

surface AR in Fig. 1, for numerical purposes it proves more Ieasible to evaluate AEij over the

microcrack surfaces. This reformulation requires that we consider two separate elasticity problems

of a particle inside an infinite matrix where both particle and matrix are assumed to possess elastic

isotropy.

Test Prblem

The geometry of this problem is that in Fig. i except the annular ring crack is absent.

Loading is applied via uniform remote stresses r.. The resultant field quantities of stresses,

0 strains and displacements everywhere are denoted as Zij, Eij and Ui, and may be evaluated in

closed form using methods detailed in [20]. While this problem has no direct bearing on the

definition of AEij in (1.1), the solutions to this test problem will be used to back out values for

AE33 and AEkk in a manner that will be apparent later.

Let the resultant field quantities of stresses, strains and displacements everywhere for the

geometry shown in Fig. I due to loadings specified in (1.3-1.6) be denoted as oij, eij and ui,

where these quantities in general need to be evaluated using the finite element method. The

corresponding quantities in the absence of the annular ring crack ai - denoted as a0 , i and u?, and

may be evaluated in closed form [20,21].

Reformulation of AEij begins by pre-multiplying (1.1) with the test stresses such that

•~ :7tAiE Ij 'A Ji~(u, - uo)n~j + (u, - uO)nji}dA (A 1)
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Keeping in mind that the stresses Zij are symmetric and in equilibrium, and making use of the

following notations

=U* -u

A - = top and bottom microcrack faces

it follows directly from successive applications of both the reciprocity and divergence theorems that

AE 1  E )dCv + I E 8 n jdA (A2)

where the unit normal vector nj in the crack face integral points ino the matrix. Now decompose

the volume integral in (A2) into two integrals over the volume of the particle Vp and the volume of

the matrix VR such that

0j J L (e 1j-Ei) dV= I I~jejo) d IZ j 1 i -e) dV (A3)
V ,  VI

Next evaluate (A3) by first focusing on the parts of the integrands involving the strain

quantities ei. To evaluate the integral over the particle volume Vp, note that application of the

reciprocity theorem for the case of uniform remote loading via ]:j results in

Il ije ijdV = I ijEijdV (A4)

For the case of transformation loading of the particle, application of the reciprocity theorem results

in
I Xi edV= I ojEijdV+ I Z.dV (A5)VP i VPi, i VP iji j d A

where e T is the transformation strain. By repeating (A4,AS) for the strain quantities E0 and

noting that the value of the second integral in (AS) involving eiT has the same value for both the

cracked and the uncracked state, the particle volume integral in (A3) takes the form

I MZj(ej- eo) dV= I E1 (a G0) dV (A 6)
VP 

VP

A straightforward application of the reciprocity theorem for the the matrix volume integral also

gives
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j' i( -ij ? d = Eij aij-oij)V (A7)
V VS

The volume integral in (A2) can thus be transformed using the divergence theorem into two surface

integrals of the form

ij( ij-e. dV = oij0 UinjdA -I (ij - Q Uin dA (A8)
V A R A *,i

By keeping in mind the fact that

on AR 0 = rj
j I(A9)

on A yijn j 0

U+ = U-i i

the integral over the volume V in (A8) is identically equal to zero. Finally, (Al) takes the form

*AE: = -IEjX n dA (A1O)

The reason for solving the test problem is now clear. By evaluating (A 10) using the solutions to

the test problem corresponding to

(All)
ij~ ij

the integral expression in (A10) reduces to the additional macroscopic dilatational strain quantity

AEkk. By evaluating (AIO) using the solutions to the test problem where the only non-zero

component of the uniform remote stresses is

=I (A12)

the integral expression in (A 10) reduces to the additional macroscopic uniaxial strain AE 3 3 .

When the particle and matrix share the same Young's modulus value such that El = E2 the

stresses i. and Z are identical and therefore AEkk and AE33 reduce to the crack opening
I V.

volume V.
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Fig. 2 Stress intensity factor results for dilatational and uniaxial transformation loading of
particle when El = E2 .
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Fig. 3 Microcrack volume opening results for dilatational and uniaxial transformation
loading of particle when El - E2.
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DILATATIONAL TRANSFORMATION
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Fig. 4 Outer microcrack stress intensity factor as a function of modulus ratio for

0 dilatational transformation loading of particle.
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Fig. 5 Microcrack volume opening as a function of modulus ratio for dilatational
transformation loading of particle.
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DILATATIONAL TRANSFORMATION
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Fig. 6 Additional macroscopic strains as a function of modulus ratio for dilatational
transformation loading of particle.
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Fig. 7 Outer microcrack stmss intensity factor as a function of modulus ratio for uniaxial
transformation loading of particle.
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UNIAXIAL TRANSFORMATION
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Fig. 8 Microcrack volume opening as a function of modulus ratio for uniaxial
transformation loading of particle.

UNIAXIAL TRANSFORMATION
10 1

10 c/b - 4

0.-

c/b 1

4~& -- Ekk
10

0
c/b =0.1

10
0.0 1.0 0.0

0
1 /E 2  E 2 /E 1

Fig. 9 Additional macoscopic strains as a function of modulus rato for uniaxial

transformation loading of particle.
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ABSTRACT

The solidification "paths" of ternary Nb-Si-Al alloys, near to the Nb5Si3

composition with various Al additions, were investigated. This work was

motivated by recent recognition that ternary alloys in this system are potential

candidates for high temperature aerospace applications. It is also recognized that the

initial alloy composition is a controlling variable in determining the cast

microstructure, which, after heat treatment, controls the properties. Furthermore,

homogenization of cast microstructures in this system may not always be practical

because of low diffusivities of species in the ordered compounds, and volatility of Al

which limits homogenization temperatures to below -1400'C. Thus, an

understanding of the various solidification "paths" should permit optimization of

initial alloy compositions to tailor the as-cast microstructures to meet applications

requirements, e.g. oxidation resistance.

Solidification "path" calculations require relevant equilibrium phase

diagram data, liquidus surfaces and solid-liquid tie lines. An extensive literature

review of the Nb-Si-Al phase diagram was conducted with the data evaluated using

a reaction flow chart. The two major discrepancies in the Literature concerning the

relevant phase fields in the 14001C to 1500'C and 1820'C to 1850'C temperature

ranges were resolved, and a liquidus projection diagram was generated

incorporating specific findings from the experimental studies. Unfortunately, lack of

reliable thermodynamic data did not permit modelling of the appropriate phase

fields and tie lines. As a consequence, the various phases forming were modelled as

line compounds in the solidification "path" calculation, with experimentally

determined average compositions as input variables.

Two groups of alloys, one above and one below the 62.5at%Nb

composition line, were studied. Furthermore, initial alloy compositions, selected

during the course of the investigation, were such that the solidification "path" in

each group would remain the same while the amount of the various phases



forming varied. In both alloy groups b-Nb5Si3 (Ti) phase, with various Al contents,

solidified as the primary (facetted) dendritic phase. Group 1 alloys with Nb<62.5at%,

followed the sequence:

L - L+T1 --> L+TI+NbAI 3 
- > eutectic [TI+NbA13 +Nb2 AI]

The solidification sequence for group 2 alloys, with Nb>62.5%, was predicted to be:
L --- L+T1 - L+TI+Nb 3 A1 -- L+TI+Nb 2 AI - eutectic [TI+NbAI3 +Nb2 AII

Experimentally, only TI+Nb3Al phases solidified on the line of two-fold saturation.

Calculations, based on the initial alloy compositions, showed this to be due to lack of
remaining liquid, -1 to 3wt%, at the intersection of the L+TI+Nb3Al and

L+TI+Nb2A1 two-fold saturation lines.

In general, predicted solidification "paths" and calculated weight fractions
of the various phases were in reasonable agreement with the experimental findings.

This agreement not only lends credence to the various assumptions made, but

permits prediction of cast microstructures in significant composition ranges of the
0 Nb-Si-Al system.
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I. INTRODUCTION

Recent emphasis on the development of Nb alloys and Nb-based

intermetallics has been motivated by the need for new higher temperature

materials for turbine, nozzle and re-entry vehicle technologies in the

aerospace industry. The efforts have been plagued with many problems;

e.g. oxidation resistance, embrittlement by interstitials and creep

resistance. Alloys in the Nb-Al-Si system have shown reasonable

oxidation resistance making them candidate materials for these

technologies. The oxidation resistance is due to the formation of adherent

protective oxides at high temperatures. For example, It was shown [I] that

the NbA13 and the NbSi 2 compounds exhibit significantly better oxidation

behavior with additions of Si and Al, respectively (Fig.1). It is recognized

that initial alloy composition and the phases present in the solidified

microstructure have an important influence on the oxidation behavior of

these alloys. Furthermore, by determining the solidification "path" of an

alloy it is possible to both optimize the initial composition and taylor the

final microstructure. To achieve this goal a predictive model based on

solidification theory coupled to phase diagram information is needed.

This information is invaluable for the design of optimum microstructures

to produce high temperature oxidation resistant materials not only in the

Nb-Al-Si ternary system, but also in other systems (e.g. Ti-Al-Ta) requiring

designer microstructures to meet mechanical and corrosive property goals.

* 1



* An integral part in determining the solidification "path" in a

ternary alloy system is the necessary information regarding the

equilibrium phase diagram, particularly the liquidus surfaces, the lines of

• two-fold saturation and the tie lines between the liquidus and the solidus

surfaces. A problem with ternary systems is the lack of phase diagram

information. Consequently, a review of the literature on the Nb-Al-Si

• phase diagram is presented first. Included in this review are the available

experimental data and thermodynamic phase diagram models for the

relevant binary systems. In the body of the thesis the available

0 solidification models for ternary alloys are combined with the appropriate

phase diagram information to predict the evolution of solidification

microstructures and compare same with the experimental findings of this

• work. It should be noted that the solidification "path" calculations are

simplified since most phases of interest in this study can be approximated

as line compounds.

0

0
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II. LITERATURE REVIEW

The Nb-Si-Al Phase Diagram

When reviewing a ternary phase diagram it is best to start with the

constituent binaries. For the Nb-Si-Al system, these are the Al-Si, Nb-Si and

the Nb-Al binaries. The Al-Si diagram is a simple eutectic systems with the

eutectic at 12.2at% Si and 577°C [2] (Fig. 2). The Nb-Si system [3-7] diagram

used in this study is by L.M.Yupkol et al. [7] see (Fig. 3). There are three

intermetallic phases; Nb3Si (Ti3 P-type), Nb 5 Si3 with two crystal structures, a

high temperature phase P (W5 Si 3 -type) and a low temperature phase oc

(Cr 5 B3 -type), and finally the NbSi2 phase (CrSi 2 -type). Both the Nb 5 Si 3 and

the NbSi 2 phases form congruently while the Nb 3 Si phase forms

peritectically. The Nb-Al system [8-12] was recently reviewed [8]. However,

the evaluated diagram used in the present study is from U.Kattner et al. [13]

(Fig. 4). The Nb-Al system also has three intermetallic phases; Nb3 A1

(Cr 3 Si-type), Nb2 AI (o-CrFe-type), and the NbA13 phase (TiA13 -type). Both

the Nb3 Al and the Nb 2 Al phases form peritectically, while the NbA13 phase

forms congruently. Summaries of invariant reactions, and crystal structures

of the phases in the three binaries are given in Appendix A.

The ternary system will be reviewed in three sections; section 1 will

include alloys containing less than 33at%Nb, section 2 will include alloys

containing 33 to 62.5at%Nb, and the third section will include alloys that

3
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* contain more than 62.5at%Nb. The reported phases present in the system

are those contained in the binaries as well as a ternary C-54 phase.

* (a) Section 1

A paper by C. Allibert et al. [14] presents two partial isothermal

* sections; one at 1300'C (Fig.5) and the other at 1500'C (Fig.6). Both of these

sections contain the same phase fields. The C-54 phase is based on the

NbSi2 compound with Al substituting for Si. The solubility range is 15 to

* 20at%A1. DTA experiments indicate that the C-54 phase undergoes a

decomposition at 11451C (+10 0C) - possibly a transitional reaction (L + C-54

4 NbA13 + NbSi2). The authors assumed that this transition reaction is

0 the reason for the major changes in the size and thickness of the two fields

(L+NbSi 2 +C-54) and (C-54+L). Both phase fields become very thin with

decreasing temperature, to the point that the investigators found it difficult

0 to distinguish the boundaries between the two fields. As for the other

multi-phase fields, they all increase in size with the receding liquidus. It

should be noted that this is the only ternary liquidus data for this system.

(b) Section 2

This region is bounded by NbA13 , Nb 2 A1, TI, T2, NbSi2 and

Nb(Si,A1) 2 (C-54). Where T1 and T2 are ternary phases based on the high

and low temperature allotropes, respectively, of the Nb 5 Si 3 phase in the Nb-

0 4
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Si binary. Two isothermal sections are available; one at 1400'C (Fig.7), and

the other at 1500'C (Fig.8). The paper containing the isothermal section at

1500'C, by V.M.Pan et al. [15], indicates the existence of a quasi-binary

eutectic at 1660'C between NbA13 and Nb5 Si 3 (T2) at no less than 60 mol%

T2. This explains the two phase field (NbA13 + T2) at 1500'C. The papers on

the 1400'C isothermal section by H.Nowotny et al. [16,17] show no

indication of the NbA13 phase in equilibrium with the T2 phase,

presumably the C-54 phase prevents the NbA13 phase from being in

equilibrium with the T2 phase at this temperature. Thus, the two studies

present significantly different phase fields for this region. One possible

explanation is the different sample preparation techniques of the two

studies. The study at 1400'C [16] used a reaction sintering method with a

final homogenization treatment at 1400'C. The 1500'C data [15] came from

cast and homogenized alloys, with final annealing at 1500'C for 40hr. The

different methods may have different phase forming sequences. If the

specimens in either or both studies did not reach equilibrium, then the

observed phases could be different. This region is of great importance due

to the oxidation resistant NbA13 and NbSi 2 phases, and more work is

needed to verify the exact nature of the phase equilibria.

(c) Section 3

The final region of interest is that bounded by Nb, Nb 2 A1, T1 and T2.

There are several papers that contain work in this region [15-20]. The

5
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isothermal sections are; 1400'C (Fig.7), 1500'C (Fig.8), 1700'C (Fig.9), 1820'C

(Fig.10), and 1840'C (Fig.11). The five phases present are 0X-Nb solid

solution, Nb 3 Al, Nb 2 Al, Nb 3 Si (which only exists in a limited temperature

0 range), T1 and T2. Most of the work in this region was done to evaluate the

effect of Si additions on the superconducting transition temperature (Tc) of

the Nb 3 Al (A15) phase . The Nb3 Si phase, with the Ti3 P type crystal

structure, only exists in the Nb-Si binary between 1720'C and 1960'C (Fig.3).

The solubility of Al in this phase is very low-less than lat%. Other phases

of interest are the T1 and T2 phases. The crystal structure of the T2 is the

same as the low temperature 0x-Nb 5Si 3 binary (Cr 5 B3 type). The crystal

structure of the TI is identical to that of the high temperature P-Nb 5 Si 3

binary (W5 Si 3 type). The paper by A.Muller [19], 1840'C isothermal section

(Fig.11), indicates a solid solution phase based on the Nb 5 Si 3 with a

maximum Al solubility of 21at%. On the other hand, the 1820'C section

(Fig. 10), by V.M.Pan et al. [15], shows the existence of the two phases TI and

T2. Thus, there is a discrepancy on whether two separate Nb5 (Si, Al) 3

phases exist at high temperatures. This will be further discussed in Chapter

V, section 1 entitled "Nb-Si-Al phase Diagram Evaluation". A summary of

all the phase diagram data, i.e. invariant reactions , crystal structures ,ect. is

given in Appendix A.

6
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III. EXPERIMENTAL PROCEDURE

1. Alloy Preparation

The alloys were produced from a master alloy (62.5 at%Nb 27.5

at%Si 10 at%Al), which was donated by Pratt and Whitney. This was

* modified to the desired compositions, listed below, with the appropriate

additions of Nb, Si and Al, in the form of Nb wire (99.98%), Si chunks

(99.999%), and Al pellets (99.99%).

Alloy# Al (at%) Si (at%) Nb (at%)

7 7.2 25.8 Balance

8 14 31 Balance

10 9 19.6 Balance

11 29.5 20.5 Balance

12 51.7 11.6 Balance

12b 44.6 10.4 Balance

13 13.1 12.8 Balance

All alloys were melted in an arc furnace on a copper chill mold,

under an atmosphere of purified Ar (10-11 ppm 02), to produce 20

• gram buttons approximately 3 cm in diameter. The samples were

flipped several times to insure adequate mixing. The main problem

in producing these alloys was Al loss, which was minimized by first

S 7



* melting at low power to react the Al with the base alloy. With the

Al in solution, the losses due to evaporation were reduced. These

alloys are also susceptible to cracking during remelting and cooling -

a tendency that can be minimized by controlling the power input to

the melt. Heat treatments were conducted in a Vacuum

Industries vacuum furnace at 1400 and 1500'C for 100 hours , in an

atmosphere of purified Ar (< 10-7 ppm of 02). The samples were

wrapped in Ta foil and Ti chips were placed in the chamber to

further reduce the 02 level.

0
2. Microstructure Characterization

• Samples were cut from the arc-melted buttons using an

isomet wafer-blade diamond saw and mounted in bakelite prior to

polishing. Microstructures were characterized using SEM,

0 Microprobe,TEM, and X-ray techniques. The SEM was a JEOL 840

with a Tracor Northern EDX system with backscattered electron

imaging capabilities, the TEM was done with a JEOL 2000FX

• equipped with a Tracor Northern EDX system. TEM specimens were

prepared by cutting 3mm diameter discs out of as- cast ingots, ground

down to 100m thick, final thining was conducted with a twin jet

electropolisher. SEM and TEM were used to identify phases and

their volume fractions, hence phase sequencing during

solidification. Both average compositions of phases and

• 8



* composition profiles of the primary phase were obtained with the

microprobe and EDX system. The microprobe was a CAMECA

model CMB located at the University of California Los Angeles

* (UCLA). An operating voltage of 15 KV, with a probe current of 8-10

mA and a probe size of 0.5 .tm were employed. All spectrums were

collected for 100 sec. live time, and ZAF* corrections were used for

* the compositional calculation. Standards used were pure Nb, Al and

Si. Samples from the arc-melted buttons and heat treated material

were crushed (with a mortar and pestle) into very fine powders for

* X-ray analysis with a Scintag PAD-10 diffractometer, operated in the

0-0 mode, at a scan rate of 2' per minute.

ZAF corrections are for atomic number (Z), absorption (A) and fluorescence (F).
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0 IV. SOLIDIFICATION MODEL

In deriving the general expressions for the solidification "path" of a

0 three component alloy, we follow essentially an identical procedure to that

previously employed for calculation of macrosegregation in ternary alloy

systems [21]. Consider first a small volume element within a solidifying

* ingot. No material enters or leaves the element during solidification -

neither interdendritic fluid flow nor solidification shrinkage are taken

into consideration. There is no diffusion in the solid and the liquid

* composition is taken as uniform at any time. Equilibrium is maintained

at the solid-liquid interface. Hence, liquid composition and temperature

within the element are related to the liquidus surface of the ternary alloy,

and solid composition at the interface is given by the appropriate tie line.

During solidification, one, two or three phases can form from the liquid.

The solute composition of the phases will, in general, be different. In this

* type of situation the solidification "path" has several stages.

Figure (12) shows schematically the solidification of a ternary alloy

starting with the nucleation of a single phase. For this alloy composition,

dendrites of primary 0x phase form first. At a later stage, a second phase P

nucleates and solidifies. When two phases form simultaneously from a

melt in a ternary system, the liquid composition is a direct function of the

* temperature, as given by the line of two-fold saturation in the phase

diagram. Hence, in the schematic of Figure (12) the two phases 0X and P

solidify by a cooperative growth mechanism over a range of temperatures

0 10
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and compositions given by the line of two-fold saturation. At the end of

solidification the residual liquid solidifies as a ternary eutectic.

(a) Solidification of a Single Phase in a Ternary System

Consider the formation of a single phase a in a three component

system. A local "solute redistribution" equation is readily written for each

component, n and m, similar to Schiel's equation for solidification of a

two component system.

The solute balance for component n is:

(CLn - Can) dfs = fL dCLn [la]

and the companion equation for element m is:

(CLm - Cam)dfs = fLdCLm [1b]

Where:

f L= molar fraction of liquid

f~t = molar fraction of solid a

CLn, CLm = composition of liquid for components n and m in wt%

* Can, Cam = composition of solid x for components n and m in wt%

and:

0
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fL + f = 1.0 [2].

Next, we define the equilibrium partition ratios kan, and kaM at the solid-

liquid interface as: C
kan = Ln 3a]

CLn

k(XM CUM [3b].
CLm

To evaluate the equilibrium partition ratios in a ternary system, the

tie lines between the liquidus and corresponding solidus surfaces need to

be known. Unfortunately, the tie lines in ternary systems are often not

known, but may be obtained from experiments or calculated using

thermodynamic models.

Substitution of equation [3a] into [1a], using equation [2], yields:

dCLn = - dfL [4]

CLn fL

In the terminology used previously [211, and in this work, the "path" of

solidification is defined by the ratio dCLn / dCLm during solidification. By

dividing equation [4] with its companion equation for element m the

solidification "path" is obtained:

12



dCLn ( - kan) CLn [5]

dCLm ( - km) CLm

In general, equation [51 is solved using the tie lines from the ternary phase

diagram. Next, equation [4], or its companion equation for element m, is

used to calculate the molar fraction solid along this "path". If the partition

ratios are assumed constant, then one may integrate equation [5] and solve

for CLn:

/ L(-k )] 16

CLn =Con (CLmL (1- k .)] [6]
kCom

Where Con and Corn denote the initial composition of the alloy.

By defining the solidification "path" in this way it is readily seen that the

composition of the liquid at any time is a unique function of the initial

composition of the alloy.

In the Nb-Si-Al system many of the phases formed are compounds,

consequently, kan and kam are not constant. If one assumes the

compounds are line compounds, Can and Cam in equations [2a and b] are

constant, the values of kan and k(rM will only vary with the composition of

the liquid. The resulting equation for the solidification "path" can then be

determined:

CLn - Cn =CLrn - Cn 1 [7]

Con-Can ConC L
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As before, the solidification "path" is a unique function of the initial

composition, Con and Com. These equations can now be used to

quantitatively define where the liquid composition will intersect the line

for two-fold saturation; hence, when a second phase will nucleate and

grow.

(b) Simultaneous Solidification of Two Phases

The equations used to derive the "solute redistribution"

expressions for the simultaneous solidification of two phases are

essentially the same as those for single phase solidification with added

terms to account for the formation of the second phase, 13. The

conservation equation is:

fL+ f -+ f5 = 1.0 [8]

The solute balance equations for two phases solidifying simultaneously

are:

(CLn- Can) df a + (CL. - C[n) drO= fLdCLn [9a]

(CLm-Cam) dfa + (CLm-Cim) dfP= fLdCLm [9b]

14



where the added terms are:

f= molar fraction of solid

C n , C3m = composition of the 13 phase for component n and m in wt%

* Using ka and kon for the equilibrium partition ratios at the a and 13

interfaces with the liquid respectively, equations [81 and [91 are combined to

give:

_L _ __l f ( n-k [0dfL 1 an P ___ ddCL, I-kan CLn I- k-an) dCL ]

The companion equation for element m may also be written.

Again, since in the Nb-Si-Al system many of the phases are line

compounds, a set of equation similar to equation [101 may be written for

the case of two line compounds solidifying simultaneously. In this case,

both the ax and 3 phases are compounds of constant composition, Cn and

Ca are constant. The equations that describe this are:

dfL fL Cn -Cn) df0 [a.
dCLfl CLfl -Can CLfl-Canf) dCLfl

dfL __fL _ (Cpm-Cxm) dfb [11b].
dCLm CLm - Cam  CLm -Cam dCLm
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In general, equations [11 (a) and (b)] can be solved simultaneously

using a relationship between CLn and CLm given by the line of two-fold

0 saturation. During the solidification of two phases simultaneously, the

solidification "path" follows along this line. The solution would yield the

weight fractions of the p-phase, the liquid and hence the cc-phase as a

0 function of composition along the line of two-fold saturation (see

Appendix B for derivation). It is quite likely that various solid phases, e.g.

through peritectic reactions, may form as the liquid composition moves

* along this line. The weight fractions of these phases can be simply

calculated using the same methodology once the liquid composition for

the reactions are known.

To summarize, a knowledge of the tie lines between the liquidus

surfaces and the various solidus surfaces and the equations for single

phase and two-phase solidification in a ternary alloy given above provide

the necessary information for the determination of solidification "paths"

and weight fractions of various phases in a ternary alloy. In cases where

both equilibrium partition ratios at the solid-liquid interface during

solilfication of a single phase are constant or where a compound of

uniform composition forms, the solidification "path" is given by equation

[6] or [7]. When the liquid composition intersects a line of two-fold

saturation a second phase nucleates and grows, and the solidification

"path" follows this line until the liqu 1 is exhausted or it reaches an

invariant temperature, e.g. a ternary eutectic point. There are occasions

16



when one is only interested in determining the weight fraction of liquid as

a function of liquid composition in order to compare the theoretical

calculations with observed microstructures, e.g. weight fractions of the

second phases. If the equilibrium partition ratios of the various phases

forming are constant, and/or compounds of constant composition solidify,

then using the known functional relationship between CLU and CLm

defining the line of two-fold saturation, one may obtain analytical

solutions for the cases represented by equations [10] and [11]. The details of

the derivation of these equations is given in Appendix B.
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V. RESULTS AND DISCUSSION

1. Nb-Si-Al Phase Diagram Evaluation

In this section we discuss the method for evaluating the

available phase diagram data. This was done by using reaction flow charts.

A simple explanation of a reaction flow chart is presented first, section (a),

and then the phase diagram data (presented in the literature review) is

analyzed. There were two main temperature ranges where discrepancies

were cited, 1400-1500'C and 1820-1840'C. Isothermal diagrams in these

temperature ranges are shown in the section (b) "evaluation of phase

diagram data". Then the best estimate of the liquidus projection diagram

is presented. Finally, the thermodynamic models for the three binaries are

assembled and a short summary of the ternary information needed to

model the system is given.

(a) Reaction Flow Charts

An excellent tool for evaluating the thermodynamic consistency of

a ternary phase diagram is the reaction flow chart, which is a way to

represent the connecions between all the three and four phase equilibria

(see Fig.13 a, b). To formulate such a chart, one first identifies the binary

three phase fields, the invariant reactions, Appendix A, and projects them

onto the ternary. These fields must either meet another three phase field

18



or end at a binary diagram. Where two three phase fields meet, there

exists a four phase equilibrium reaction. For example, in the Nb-Si

system, if one follows the two three phase fields (L <-- 0x-Nb + Nb 3 Si) and

(L + 13 - Nb5 Si3 (Ti) <=' Nb 3 Si) out into the ternary, they meet and produce

a four phase equilibrium (L + Nb 3 Si <--> a-Nb 4 13 - Nb 5 Si 3 (Ti)). From

thermodynamics it is known that four three phase equilibria meet at a

four phase equilibrium, e.g. the two that project from the binary in the

above example, plus the two that make up the other two sides of the four

phase field. In turn, these ternary three phase fields meet other three

phase fields to produce another four phase equilibrium, etc., a list of all

four phase reactions is given in Appendix A. By following this procedure

it is possible to produce a reaction flow chart for the whole system (Figs. 13

a, b). Furthermore, one can easily assess whether a given phase diagram

falls within the constraints of thermodynamics, since a series of reactions

must exist to produce a given three phase field. Also by looking at the

reaction flow chart and following it across at a constant temperature, each

three phase field one crosses will exist at that temperature. In this way one

can easily check if a diagram agrees with the predicted flow chart.

(b) Evaluation of Phase Diagram Data

The evaluation of the ternary phase diagram data (presented in the

literature review) was carried out with the aid of the reaction flow charts

noted above. In the literature review discrepancies between papers were
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noted. The first of these was between the 1500'C section (Fig.8) by V. Pan

et al. [151, and the 1400'C section (Fig.7), by H. Nowotny et al. [16]. The

phase fields bounded by Nb 2 Al, NbAl3 , C-54, NbSi2 , x - Nb 5 Si3 (T2) and P

- Nb 5 Si3 (TI) in these two diagrams do not match. The phase fields in the

14000C isothermal section are in agreement with the proposed reaction

flow chart (Fig. 13 a). When evaluating the 1500'C section, no series of

reactions could be formulated to produce the NbA13 and the T2 phases in

equilibrium together. Thus, for this study, the 1500'C (Fig.8) diagram will

not be used. An estimate of an isothermal section in the 1400-1500'C

range is presented in Figure (14). This is very similar to that presented in

the H. Nowotny paper with the addition of the results from the paper by

C.Allibert [14]. This addition of the liquidus surface and the corresponding

fields in the region below 33at%Nb is the only liquidus data available in

this system.

The second area of uncertainty is around the T1 phase. There are

two relevant isothermal sections reported in the literature: the 1840'C

section (Fig.11), by A. Muller [191 and the 1820'C (Fig.10), by V. Pan et al.

[15). The former shows T1 phase as a solid solution based on the Nb 5 Si 3

phase, while the latter shows the existence of a two phase field (T1 + T2)

and T1 only as a ternary phase. Data from the paper by H. Nowotny et al.

[161 shows that the T1 phase has the same crystal structure as the binary

high temperature allotrope, 0 - Nb 5 Si 3 ; indicating that the T1 is a solid

solution of this binary phase. It is thus expected that the P - Nb 5 Si3 (T1) be

in contact with the binary down to the reaction - Nb 5 Si 3 (T1) x -
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Nb 5 Si 3 (T2) + NbSi 2 at 1650'C (see Fig. 3). The isothermal section

presented by V. Pan et al. [15] shows the P - Nb 5 Si 3 (TI) is not connected to

the binary, thus it will not be used in this study. The best estimate of this

region in the temperature range of 1800'C to 1850'C is given in Figure (15).

This isothermal section is based on the section presented by Muller [191.

The main additions to the Muller diagram are the phase fields that

contain the T2 phase. From the binary diagram (Fig.3) it is seen that 0X -

Nb 5 Si 3 (T2) comes into existence through a peritectoid reaction at 1940'C;

hence a two phase region between TI and T2 should exist. Figure (16)

shows a possible set of phase fields for a region close to the T1 composition

at these temperatures.

(c) Liquidus Projection

By using the reaction flow chart, solidification results and phase

diagrams from the literature, an overall picture of the liquidus surface of

the Nb-Si-Al system may be synthesized. The liquidus projection is an

excellent way to represent the information necessary in determining the

solidification "path" of ternary alloys. Figure (17) is our best estimate of

the liquidus projection for the Nb-Si-Al system. The phases listed in the

different sections, separated by two-fold saturation lines, are the primary

0 phases that will solidify first if an alloy composition falls in that section.

The two phases that solidify along any two-fold saturation line are the

adjacent phases to the line. Details of the liquidus projection diagram are
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discussed below. This entails following the projected three phase fields

which contain liquid and discussing what four phase reactions occur when

they meet other three phase fields. It should be noted that there are two

* types of four phase reactions seen in this diagram, these are defined by

Rhines [221 as type I and type II.

Starting with the upper section of the diagram, alloys > 60%Nb,

there exists a very deep trough between the Nb liquidus and the P-Nb 5Si 3

(T1) liquidus, Figure (17). The reaction flow chart shows that there are

three four phase equilibria that contain liquid in a very small temperature

* range, around 1900'C:

L + Nb 3Si <-=* T1 + Nb Ill -1915 0C

L + Nb <=- T1 + Nb 3Al 112 -1900 0C

L + Nb 3Al <* Nb 2Al + T1 113 -1880 0C

The first of these four phase equilibria was deduced by starting at the Nb-Si

binary and projecting the eutectic L < Nb 3 Si + Nb and the peritectic L +

TI -:* Nb 3Si into the ternary and meeting to form the type II reaction:

L + Nb 3Si =- TI + Nb Ill -1915 0C

This should occur at a composition near the Nb-Si binary and at a

0 temperature just below the eutectic temperature of 1920'C. An estimate of

where this four phase equilibrium exists is Nb-17at%Si-(i to 2)at%Al at

-1915"C. The three phase field L + Nb + T1 adjacent to the above four

phase reaction will meet the three phase field L + Nb 4 Nb 3Al, which is a

peritectic projected from the Nb-Al binary, forming the type II reaction:

L + Nb < T1 + Nb 3Al 112 -1900 0C

0 22



* This should happen at a temperature near 19001C and composition of

approximately Nb-12at%Si-7.5at%A1. If we follow the L + Nb3Al + TI two-

fold saturation line it should meet the three phase field L + Nb 3A1

0 Nb 2Al, which is a peritectic projected from the Nb-Al binary, and forms

the type II reaction:

L + Nb3A1 '= Nb 2 AI + T1 113 -1880'C

0 The temperature and composition of this reaction is estimated to be

1880'C and Nb-7at%Si-30at%Al, respectively. The adjacent three phase

field will be L + Nb2Al + T1. This two-fold saturation line has a very steep

thermal gradient which drops from 1880 0C to ;-15500 C and meets the three

phase field L * Nb 2 Al + NbA13 projected from the Nb-Al binary. The

reaction formed here is a ternary eutectic, which is a type I reaction:

L 4 NbA13 + Nb2A1 + T1 I -1550 0C

This was established from the results of our microstructural analysis of

alloys #8, #11, #12 and #12b see next section entitled "Experimental

Observations". The ternary eutectic composition was determined

experimentally as (Nb-2at%Si-58at%Al) at an estimated temperature of

-1550 0 C. It follows that the three phase field L + NbA13 + T1 contains a

saddle point and this was approximated at Nb-8at%Si-61at%Al and

-16251C. This saddle point forms when the T1 liquidus surface meets the

NbA13 liquidus surface resulting in the ternary eutectic on one side and

another four phase reaction on the other. This saddle point was noted in

the paper by Pan et al. [151 the 1500 0C isothermal section (Figure 8) shows a

quasi-binary between the T2 and the NbA13 phases.
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Moving to the Nb-Si binary and following the projection of the

eutectic L < -- Nb5 Si 3 + NbSi2 out into the ternary it will intersect the

three-phase field L + NbSi2 + C-54 producing a type II four phase reaction:

L + NbSi2 <-- T1 + C-54 114

The position of this reaction depends on how the C-54 phase comes into

existence, congruently or peritectically. Since, the C-54 phase is reported as

*0 a plane compound, restricted in Nb content to 33at%Nb [161, a saddle point

may exist along the 33at%Nb isoconcentration line where the three phase

field L + NbSi2 + C-54 forms. An isopleth along the 33at%Nb

isoconcentration line is constructed (Fig. 18) to aid in the description of

how the C-54 phase formation results in the two-fold saturation line with

a saddle point. The formation of the C-54 phase is assumed to be around

22at%Al. If it forms congruently, then the saddle point, represented as the

eutectic point between the C-54 and the NbSi2 phases in Figure (18), will

exist at a composition <22at%Al. If C-54 forms through a peritectic

reaction, the saddle point composition will be >22at%Al. This will affect

the composition of the four phase reaction (L + NbSi 2 < TI + C-54 ) by

moving it toward the Nb-Si (if the C-54 phase forms congruently) or away

from this binary (if C-54 forms by a peritectic reaction). Either way, the

temperature of the four-phase reaction could not be estimated. The saddle

point is arbitrarily positioned at Nb-45at%Si-22at%Al in the liquidus

0 projection diagram (Fig. 17). An estimate for the composition of the above

four phase reaction is Nb-35at%Si-25at%Al; which could change once the

composition and temperature for the formation of the C-54 phase is
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determined. The three phase field L + TI + C-54 produced through this

reaction will descend down and meet the three phase field L + T1 + NbA13

producing the type II reaction:

L + T1 <* NbA13 + C-54 115 -1550 0C

This reaction occurs at a temperature between -1500-1550'C and a

composition near Nb-13at%Si-62at%Al. The three phase field L + C-54 +

NbA13 produced here drops further down to a point where it meets the

three phase field L + NbSi2 + C-54 and produces the type II reaction:

L + C-54 < NbSi2 + NbA13  116 -1145°C

This is in agreement with the DTA experiments of C.Allibert [14] which

established that the above four phase reaction occurs at 11450C. The three

phase field that continues is L + NbSi2 + NbA13 which decends toward the

Al corner.

Now, let us look at the Nb-Si binary once again, projecting the L <

NbSi 2 + Si eutectic into the ternary it follows along the Si-Al binary until

it runs into the three phase L < Si + Al field projected from the Si-Al

binary. The result is the type II reaction:

L + Si - Al + NbSi2  116 <5770C

The three phase L + Al + NbSi2 field now intersects the three phase L +

NbA13 + NbSi2 field to produce the four phase type I reaction:

L = NbSi2 + Al + NbA13  12

This ternary eutectic has the lowest temperature in this diagram.
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* (d) Phase Diagram models for the Nb-Si-Al system

During the literature search, thermodynamic models for the three

* binaries were assembled, see Appendix A, and an attempt at modeling the

ternary was made. Due to the lack of ternary data available on many of

the phases, the results were inconclusive. The two phases that needed

* significantly more ternary thermodynamic data to properly model this

system were P-Nb 5Si 3 (TI) and C-54, with little or no data being available

for the latter. Some basic information, such as how this phase comes into

* existence, congruently or peritectically, would have been very helpful.

The T1 phase has a very strong effect on all its surrounding fields, thus

much more data is needed to properly model this phase with any

confidence. The temperatures of the solid four phase equilibria are also

very sensitive to the description of the T1 phase. Without adequate

ternary thermodynamic data on these phases this system could not be

modeled.

2. Experimental Observations

The alloys studied (#7, #8, #10, #11, #12, #12b, and #13) are divided

into two groups: group 1 alloys with <62.5at%Nb (#8, #11, #12, and #12b),

and group 2 alloys with >62.5at%Nb (#7, #10, and #13), see Figure (19).

The main difference between these two groups lies in their general

solidification sequence, Figure (20). This is described below along with the
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appropriate microstructural morphologies, phase compositions, and

variations in volume fractions of the phases present.

(a) Group 1 Alloys

The primary dendritic phase of all these alloys was identified as

Nb 5Si 3 (TI), using X-ray diffraction, electron microprobe analysis and EDS

analysis in the SEM. The photomicrograph in Figure (21), taken of a

shrinkage cavity in the arc-melted button of alloy #8, shows this faceted

primary dendritic phase. In the polished cross sections Figures (22 to 25),

these dendrites appear as light gray blocky structures with sharp edges,

again indicating the faceted growth morphology. The second phases

solidified in group 1 alloys were identified, using both microprobe and

EDS analyses, as NbA13 , Nb 2 Al and P-Nb 5 Si 3 (TI). The second phase

morphologies are readily seen in photomicrographs of alloys #12 and

#12b, where the volume fraction of these phases are the largest. In alloy

#12, Figure (24), one can identify all three solidification stages. In the first

stage, the primary jP-Nb 5 Si 3 (T1) phase solidifies as faceted dendrites. In

the second stage, two phases solidify simultaneously, along a line of two-

fold saturation. This region in Figure (24) is made up of a black phase

(NbA13) with ribbons of a light gray phase (P-Nb5 Si 3 (T1)) through it. The

third stage, comprises the final solidification of the remaining liquid as a

ternary eutectic, seen in Figure (24) as regions of fine eutectic morphology.

The phases in the ternary eutectic were identified as NbAl 3 , Nb2Al and P3-
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Nb 5 Si 3 (Ti), using the EDS system on the TEM. The eutectic structure is

best seen in Figure (26) (alloy #12b) where P-NbsSi 3 (TI) appears as isolated

islands between the ribbons of NbA13 and Nb2 Al. Using the ternary lever

rule the expected volume fractions of each phase in this ternary eutectic

were estimated as 11% T1, 40% Nb 2 Al and 49% NbA13 . The volume

fractions of phases shown in Figure (26) are in qualitative agreement with

* this prediction.

In summary, the solidification phase sequence in alloys #8, #11,

#12, and #12b, Figure (20), starts with the nucleation of the P-Nb 5 Si 3 (TI)

* primary phase, which solidifies until the liquid composition intersects the

line of two-fold saturation between 11 and HI5 in Figure (19), but on the 11

side of the saddle point. At this junction the NbA! 3 phase nucleates and

* grows along with T1. The liquid composition now follows down this line

until it reaches the ternary eutectic, I,, where the three phases, NbAI3,

Nb 2 AI and P-Nb 5 Si 3 (TI), solidify. Differences between the

microstructures of these alloys are in primary phase compositions,

volume fractions of the various phases and second phase morphologies.

Primary dendrite compositions, listed in Table 1, depend directly on

the initial alloy composition. All the primary dendrites have

approximately the same Nb content (58-60at%Nb). Composition profiles

for this phase are flat, as seen in the composition line scan taken across a

dendrite arm of alloy #8, Figure (27). This supports the assumption that

primary dendritic phases in these alloys may be estimated as line

compounds in calculations of solidification "paths". Table 1 also indicates
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* alloys closer to the Nb-Si binary, #8 and #11, have dendritic phases with

lower Al contents, while alloys that are further away, #12 and #12b, have

dendrites with higher Al contents. The composition of the phases

• solidifying along the line of two-fold saturation and in the ternary eutectic,

are relatively consistent from one alloy to another, see Tables (2-5). These

compositions are used for calculations of solidification "paths" in the next

* section.

Measured volume fractions of primary and secondary phases are

strongly dependant on initial alloy composition (Table 6). Alloys closer to

• the Nb-Si binary, #8 and #11, have higher volume fractions of the

dendritic phase than alloys closer to the line of two-fold saturation, #12

and #12b. The volume fractions of NbAl 3 and P-Nb5 Si 3 (T1) that solidify

* along the line of two-fold saturation are dependent on where the liquid

composition intersects this line; i.e. the transition from single-phase

solidification to two-phase solidification. This can be qualitatively seen in

* alloys #12 and #12b. Alloy #12b has large amounts of ternary eutectic,

Figure (25), hence, the liquid composition intersected the line nearly at the

eutectic point, while alloy #12 contains larger amounts of T1 and NbA13

* phases that solidified along the line of two-fold saturation, Figure (24) and

Table 4.

0
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(b) Group 2 Alloys

Group 2 alloys contain more than 62.5at%Nb. These alloys have the

same dendritic phase, P-Nb 5Si3 (Ti), as group 1 alloys. The dendritic phase

was again identified using X-ray diffraction, EDS and electron microprobe

analysis. However, the morphology of this phase appears to changes with

increasing Al content in the initial alloy composition. This is seen in

Figure (28 a,b,c), where the dark phase is the primary dendritic phase, [3-

Nb5 Si3 (Ti), and the light phase is Nb3 AL. The sharp edges of the primary

der.drites become rounded and smoother with increasing the Al content,

i.e. decreasing volume fraction of this phase. These figures also show that

dendrite arms are first surrounded by Nb3Al prior to formation of cellular

T1 /Nb 3A1 on the line of two-fold saturation. This can be attributed to the

liquid composition over-shooting the line of two-fold saturation, i.e.

difficulty in nucleating Nb 3 AL. The liquid is then undercooled with

respect to the liquidus surface of the two phase [L+Nb 3AI] field. The

Nb 3 A1 phase nucleates and the interface recalesces up to the liquidus

temperature. Solidification of Nb3A1 drives the liquid composition back

to the line of two-fold saturation, where the [-Nb 5Si 3 (TI) nucleates and

grows simultaneously with Nb3 A1 in a cooperative growth mode. The

recalesence may remelt the edges of the primary dendrites, leading to a

more rounded morphology.

The composition of the various phases are given in Tables (7-9).

The morphology of the two-phase eutectic structure is clearly noted in
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* Figure (29). Again, the dendritic phase is, P-Nb 5 Si 3 (T1), surrounded by a

light Nb 3 Al phase, followed by fine P-Nb 5 Si 3 (TI)/Nb3 Al eutectic

structure. The cellular (colony) structure of the eutectic in Figure (29) is

• analogous to the way some eutectics grow because of the presence of

impurities, e.g. Sn-Pb structures shown in Ref. [23]. In the present case, the

cellular structure is attributed to constitutional supercooling that develops

* due to the changing liquid composition along the line of two-fold

saturation - as the liquid moves down the line it rejects more solute than

it uses and forms a boundary layer in front of the solid/liquid interface.

0 The cooperative growth mechanism continues until the boundary layer in

front of the liquid/solid interface becomes too large. The phases then

solidify as larger chunks at a slower rate. It should also be noted that no

* ternary eutectic was observed in these alloys. The TEM photomicrograph

of alloy #13 in Figure (30) shows a typical region where both T1 and Nb3 Al

phases were found. In general, complete solidification requires that the

* liquid go through an invariant reaction, e.g. ternary eutectic. On the other

hand, the available liquid may be exhausted before such a

composition/temperature is reached. It appears that this was the case for

• the group 2 alloys.

Finally, the measured volume fraction of the dendritic phase

decreases as the initial alloy composition moves further away, from the

Nb-Si binary and closer to the line of two-fold saturation, Table (10).
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* 3. Solidification "Path" Calculations

Solidification "path" calculations were carried out using the

* equations described in chapter IV. As previously noted it was assumed

that only line compounds form from the melt. Equations that permit

direct calculation of molar and weight fractions of the primary phase, the

* phases formed on the line of two-fold saturation and the ternary eutectic

are derived in Appendix B. In this section the equation for the appropriate

line of two-fold saturation is estimated, and a comparison is made of the

* calculated results with the experimental observations.

(a) Group 1 Alloys

The assumption that all the phases solidified are line compounds, is

certainly supported for the case of T1 dendrites - note the rather flat

* composition profile in Figure (27). Furthermore, the NbA13 phase, which

solidifies along the line of two-fold saturation and in the ternary eutectic,

contains little or no Si, Table (2-5). Thus, for the calculations, the

* composition of Nb-75at%Al was used. The Nb2AI phase only comes out

in the ternary eutectic and the composition used for the calculation was

Nb-1.5at%Si-34.3at%Al, in agreement with experimental observation,

0 Table 5.

The line of two-fold saturation, L+NbAI 3+T1, intercepted during

solidification of these alloys was estimated with a linear approximation:

0
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wt%Nb = M x wt%Si + N [121

where: M= -2.84 N= 0.731

The T1 liquidus slope is steep and the NbA13 liquidus surface is rather flat,

when these two surfaces meet two approximate straight lines are produced

that meet at a saddle point, Figure (31). In general, lines of two-fold

saturation have curvature and higher order polynomials are needed to

properly describe them.

By combining the equation for the line of two-fold saturation,

equation [12], and the single phase solidification equation for ternary

alloys, equation [7], one can obtain the molar or weight fractions of liquid

and liquid composition where the two-fold saturation line is intercepted,

e.g. equation [B21 in Appendix B. The calculated solidification "paths" for

group 1 alloys are plotted on the liquidus projection diagram, Figure (31),

as a dashed lines. The molar fractions of the phases that solidify along the

line of two-fold saturation and the ternary eutectic are calculated as

described in Appendix B. The trends observed in the measured volume

fractions are compared with calculated molar and weight fractions in Table

11. Two observations are noteworthy. Firstly, as previously noted, the

primary dendritic volume fraction decreases with increasing Al content in

the initial alloy composition. A comparison of the calculated weight and

molar fractions of the primary dendritic phase with experimental results,

given below, shows good agreement. Considering no correction is made

for the density differences between the various phases, i.e. volume

fraction is compared to weight fraction.
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Measured Calculated
Alloy # Volume Weight

Composition Fractions Fractions

#8 - Nb55 Si 31A114  0.88 0.852

#11 - Nb50 Si 20 .5A129 .5  0.7 0.613

#12b - Nb45Si 10.4 A14 4.6  0.42 0.349

#12 - Nb 36 7Sill. 6A151 .7  0.33 0.197

The second observation relates to the dependence of the amount and type

of second phases on the Nb content in the initial alloy composition. This

0 is best seen in alloys #12 and #12b. The calculated fractions of the different

types of second phase, i.e. ternary eutectic or those solidifying on the line

of two-fold saturation, show poor agreement with the observed trends

0 (Table 11). Alloy #12 was observed to have 24% ternary eutectic and 43%

second phases solidified along the line of two-fold saturation, the

corresponding calculated weight percentages are 9.7% and 70.6%,

0 respectively. In alloy #12b only ternary eutectic was discernable at a

volume fraction of 58%. On the other hand, the calculated percentages are

37.6% ternary eutectic and 27.5% solidified along the line of two-fold

• saturation. Caiculations for alloys #12 and #12b, due to their proximity to

the line of two-fold saturation, are very sensitive to the values used for

their initial alloy compositions. The EDS system used to determine the

* initial compositions of these alloys has an error of <5%, and this error can

profoundly effect the calculated results. For example, by varying the initial

composition of alloy #12b from Nb4 5Si 10 .4Al 44 .6 to Nb4 6 .2 Si 9.5 A14 4 .3 the
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* calculated weight fractions of ternary eutectic and phases solidified on the

line of two-fold saturation become 58% and 5.24%, respectively, which are

in much better agreement with observations.

(b) Group 2 Alloys

0 Group 2 alloys were observed to end solidification along the line of

two-fold saturation, with the simultaneous formation of T1 and Nb3 AL.

Hence, either little or no liquid was left for the formation of the Nb2 Al

0 phase at the four phase reaction [L+Nb 3 AI <= T1 + Nb2Al], 113, Figure (32),

or this phase had difficulty nucleating. The calculated solidification

"paths" for alloys #7, #10, and #13 using a procedure identical to the

• previous section are shown in Figure (32). In this case, the first two-fold

saturation line intercepted by group 2 alloys, is the L + Nb3 Al + TI line,

between reactions 112 and 113. A linear approximation was again used to

0 estimate the line:

wt%Nb = M1 x wt%Si + N1 [13J

where: M1 = 5.94 and N1 = 0.683

This alloy group is predicted to hit reaction 113 and then travel down the L

+ Nb2 Al + T1 line of two-fold saturation. This line was also estimated

with a linear approximation:

0 wt%Nb = M2 x wt%Si + N2 [14]

where: M2 = 8.66 and N2 = 0.605

The solidification "path" ends at the ternary eutectic, reaction 11.
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The measured volume fractions of various phases are compared to

calculated molar and weight fractions in Table 12. As previously noted, no

Nb 2AI phase was noted in the microstructure. Calculations show that the

weight fraction of remaining liquid at point 113 along the line of two-fold

saturation was, 0.022, 0.033 and 0.01 for alloys #7, #10 and #13, respectively.

It is clear that very little liquid was available for nucleation of Nb 2 Al,

hence, simultaneous formation of T1 and Nb 2A1 as anticipated in Figure

(20). Extensive characterization was not carried out to determine the

existence of this phase in the micros tructures. On the other hand, the

predicted trends are in close agreement with the observations for the

amounts of primary dendritic phase T1, and the T1 plus Nb3 Al phases

forming simultaneously along the line of two fold saturation between 112

and 113 in Figure (32), see Table 12.

In summary, the solidification sequence of alloys above and below

the 62.5at%Nb line can be generalized using the specific data for group 1

and 2 alloys. Two distinct regions, shaded in Figure (33), are defined. The

predictability of these calculations is insured by the experiments conducted

on the seven alloy compositions noted in Figure (19). It is expected that

alloys with initial compositions in both regions will initially form T1

dendrites. Subsequently, group 1 alloys form NbAl3 and T1, while, group

2 alloys form Nb3 AI and T1. Whether or not group 2 alloys form Nb2 AI

depends on the fraction of liquid remaining as the liquid composition

moves down the L + Nb3Al + T1 line to point 113 on the liquidus diagram

of Figure (33).
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VI. CONCLUDING REMARKS

The evolution of solidification microstructures in a number of Nb-

Si-Al alloys were studied. Specific information about the phase diagram of

the system is imperative for an intelligent solidification analysis. For this

reason, the phase diagram was evaluated. To facilitate the evaluation of

the available phase diagram data a reaction flow chart was constructed.

Two discrepancies were noted in isothermal sections available in the

literature. The first was between the 1500'C section by V. Pan et al. [15],

and the 1400'C section by H. Nowotny et al. [16]. The phase fields bounded

by Nb2 A1, NbA13 , C-54, NbSi2 , a - Nb 5 Si 3 (T2) and 03 - Nb 5 Si 3 (T1) in these

two diagrams do not match. Using the flow chart and the available data

on the ternary and the relevant binaries, it was established that the

probable phase fields are those presented by Nowotny et al.. The second

uncertainty relates to the areas around the T1 phase. The two noteworthy

isothermal sections reported in the literature for this region are: the

1840*C section by A. Muller [19] and the 1820'C section by V. Pan et al. [15].

The former shows TI as a solid solution based on the binary Nb5 Si 3 phase,

0 while the latter shows the existence of a two phase field (TI+T2), and TI

only as a ternary phase. Data from the paper by H. Nowotny et al. [16]

shows that the T1 phase has the same crystal structure as the binary high

* temperature allotrope, P - Nb5 Si 3 ; indicating that the T1 is probably a solid

solution of this binary phase. It was concluded that the T1 phase must be

in contact with the binary down to a temperature of -16501C, where the f -
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Nb 5 Si 3 phase decomposes through a peritectoid reaction. An estimated

1850'C isothermal section was configured to better clarify this region.

Another useful diagram for solidification analysis configured from

the above information was the liquidus projection diagram. This is the

first estimate of the complete liquidus surface available. The liquidus

surface is dominated by the T1 liquidus hill centerea around the 62.5at%

Nb isoconcentration line. The upper region, >62.5at% Nb , is a deep valley

with several type II four phase reactions along it. The lower region is

bounded by a quasi-binary between NbA13 and T1, which contains a saddle

point, with one side of it decending into a ternary eutectic L 4= NbAI3 +

Nb2 A1 + T1. Finally, the remainder of the diagram is dominated by the C-

54 and NbSi 2 liquidus surfaces centered around the 33 at% Nb

isoconcentration line. The two-fold saturation lines in this region have

several type II transition reactions along them, and drop into the Al-rich

comer. Using this information one may qualitatively deduce the primary

and possible secondary phases that would form during solidification of a

given alloy. On the other hand, quantitative analysis requires data on the

liquid-solid tie lines which is not available. A reasonable compromise was

reached by assuming the phases forming to be line compounds, with their

compositions given by experimental measurements. Using the liquidus

projection diagram and the ternary equations for solidification, with

Schiel-type assumptions, the microstructure evolution "paths" and

amounts of various phases for a number of alloys were predicted.
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Two alloy groups close to the 62.5at% Nb isoconcentration line were

studied. In group 1 alloys, with compositions below this line, the

solidification sequence is:

L -> L+T1 -- L+T!+NbA13 -> eutectic [TI+NbAl 3 +Nb2 Al]

In group 2 alloys, with compositions above this line, the solidification

sequence is:

L - L+T1 -4 L+TI+Nb 3 A1 - L+TI+Nb 2 A 1 --> eutectic [TI+NbA13 +Nb 2 AII

This difference in the solidification sequences stems from the shape of the

liquidus surface of the TI phase. One may visualize this surface as a hill

with a crest that runs along the 62.5at%Nb isoconcentration line. The

liquid compositions of the two alloy groups move down opposite sides of

this T1 liquidus hill during primary solidification. Thus, with just a few

atomic % difference in initial alloy composition the solidification "path"

changes with the liquid composition intersecting a different "valley" line

of two-fold saturation. The main variable in the determining the as-cast

microstructure is the initial alloy composition. Because of constraints on

homogenization heat treatments of high temperature Nb-Si-Al alloys, the

properties (e.g.oxidation resistance, mechanical properties, etc.) are

dominated by the phases that make up this microstructure. It is thus

imperative to select the initial alloy composition using an approach

similar to the one developed in this study, and hence, optimize the as-cast

microstructure for specific applications.
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Appendix A: Phase Diagram Information

Nb-Al Crystal Structure Data

Phase Composition Pdarson Space Prototype
* ____ atgAl svbl. -group

(Nb) 0-21.5 c12 tm-3m W
Nb3AI 18.6-25 cP8 Pm-3n Cr3Si
Nb2AI 30-42 tP3Q P42/mnm a-CrFe

* NbAI3  75 t18 14/mmm TAI3
(Al) 100 cF4 Fm-3m Al

Nb-Si Crystal Structure Data

0Phase Composition Pearson Space Prototype
_________ symbol group

(Nb) 0-1.2 c12 tm-3m W
Nb 3Si 25 tP32 P42/n Ti3P

* r-Nb5Si3 37.5-39.5 t(32 14/mcm W5Si 3
cc-Nb5Si3 37.5-40.5 t132 14/mcm Cr5B3

NbSi2  66.7 hP9 P6222 CrSi 2

(Si) 100 cF8 Fd-3m C

Al-Si Crystal Structure Data

Phase Composition Pearson Space Prototype
* ____ AL svbol -group

(Al) j 0-2.2 j cF4 Fm-3m Al
(Si) 100 IcF8 Fd-3m C

* Nb-Si-Al Crystal Structure Data
Ti same as P-NbsSi3
T2 same as cz-Nb5Si3
Nb(Si,AI)2  0-54 phase
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Binary Invariant reactions

Type of reaction Binav atomic % Temperature

Eutectics

el: L ,= Al + Si AI-Si 12at%Si 5770C

e2 : L 4= NbSi2 + Si Nb-Si 96at%Si 14000C

e3 : L = P3-Nb 5Si3 + NbSi 2  Nb-Si 57at%Si 19000C

e4 : L = Nb3Si + (-Nb Nb-Si 17.5at%Si 19200C

e5 : L = NbAI3 + Nb2AI Nb-Al 42at%Nb 15900C

Peritectics

pl: L + 1-Nb 5Si3 #* Nb3 Si Nb-Si 19at%Si 198000

P2: L + a-Nb 4-* Nb3AI Nb-Al 72at%Nb 20600C

P3: L + Nb3AI ,=* Nb2AI Nb-Al 65at%Nb 19400C

P4: L + NbAI3 = Al Nb-Al 99at%AI 6610C

* Congruent Melting

Compounds

NbSi 2  Nb-Si 33at%Nb 194000

j-Nb3 Si3  Nb-Si 62.5at%Nb 25250C

NbAI3  Nb-Al 25atNb 16800C

45



* Four Phase Reactions
in the Nb-Si-AI System.

Type of Reaction at%Si at%AI Tem 2. (0C

Type I

L 4-:* NbA13 + Nb2A1 + TI I1 2.2 57.5 -1550 0C

* L < NbSi 2 + Al + NbA13  12 8 90 <570

Type II

* L + Nb3Si c T1 + Nb i1 18 1-2 -1910 0C

L + Nb 4: T1 + Nb3A1 112 12 7.5 -1900 0 C

L + Nb3A1 = Nb 2 AI - T1 113 7 30 -1880 0C

SL+ NbSi2 = TI + C-54 114 35 25

L + T1 4:- NbA13 + C-54 115 12 62 -1550 0 C

L + C-54 4* NbSi 2 + NbA13  116 115 80 -1145 0 C

* L + Si < Al + NbSi2  117 11 88 <5771C

Ternary Saddle Points

* L+NbAI3+T1 7 62 16250C

L+NbSi 2+C-54 -45 -22
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* Solid State Reaction
in the Nb-Si-Al System

Nb-Si Binary Invarient Reactions (solid).

Nb3 Si-iTI * T2 PSI 1940 0C peritictiod

Nb3 Si <=: T2 + Nb esi 17700C eutectiod

*T1 <-- T2 + NbSi2  es2 1650 0C eutectiod

Ternary Four Phase Reaction (solid).

Type 11

T1 +Nb 3 Si <*T2 +Nb H1s

*T1 +Nb 4*Nb 3 A + T2 11s2

TI + NbSi2 4* T2 + C-54 143
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Analytical Description of the Nb-Al System

General formula for the Gibbs energy:
G = E X(x, n)i * (H i - Si * T)

i

0 The reference states for all the phases are bcc Nb and liquid Al.
The lattice stabilities for the pure elements are from Saunders et al. (24).
Coefficients adjusted in the optimization are underlined.

Liquid, Substitutional Solution (Nb,AI)

X(xn)i H i _ i

XNb 30000.00 10.90900

"Al 0.00 0.00000

• xi * ln(xi) 0.00 -8.31451
"NbXA1 -133412.60 -32.63330

X NbXAl (XNb-XAI) 6327.70 8.28036

XNbX Al (xNbXAI 2 27496.90 0.00000

bcc (Nb), Substitutional Solution (Nb,AI)

X(x,n i  H i  _

* "Nb 0.00 00.00000

XAl -628.00 -6.66300

1, xi * ln(xj) 0.00 -8.31451

* XNbXAl -149317.10 -40.74840
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fcc (Al), Substitutional Solution (Nb,Al)

X(x,n)i H- Si__

XNb 22000.00 2.20000

"Al -10711.00 -11.47300

Ii * ln(xj) 0.00 -8.31451

XNbXAl -80000.00 0.00000

Nb3A1, Wagner-Schottky Compound (Nb,AI) 3 (AI,Nb)I

X(xin)i Hi Si

n! ln(n!) 00.00 -8.31451

1 37335.20 -8.77215
2nqb 151000.00 30.00000
1nAl 53098.20 11.50000

Nb 2A1, Wagner-Schottky Compound (Nb,A1) 16 (A1,Nb)1 0 (Nb)4

X(xn)i H i  Si

n1*ln(n!)j J 1 00.00 -8.31451

1 -49113.10 -12.51828
2nb 141000.00 23.30000

nAl 52946.80 4.00000

NbA13 , Stoichiometric Compound NbjA13

X(x{n H: Si

11 -48626.20 -15.31191

note: where lnl = xi
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Analytical Description of the Nb-Si System

General formula for the Gibbs energy:
G = X(x,n) i * (H i - Si * T)

The reference states for all the phases are bcc Nb and liquid Si.
* The lattice stabilities for the pure elements are from Saunders et al. (24).

Coefficients adjusted in the optimization are underlined.

Liquid, Substitutional Solution (Nb,Si)

X(xn) i  Hi S.
XNb 30000.00 10.90900

Xsi 0.00 0.00000

Ix * ln(xj) 0.00 -8.31451

XNbxSi -197387.10 -42.33861

XNbxSi (xNb-xsi) -116757.40 -58.17759

(Nb), Stoichiometric Compound NblSio

X(xn)* H i;_ Si--

1 00.00 I 00.00

(Si), Stoichiometric Compound Nb0 Sil

X(x~n)i H; Si

1 -50208.00 -29.76200

Nb3Si, Stoichiometric Compound Nb 3Sil

X(x.n)i  H; Si

1 -36991.30 -5.45877
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0

* a-Nb5Si3, Stoichiometric Compound Nb 5Si 3

1 -61964.80 -11.35889

j3-Nb 5Si3, Stoichiometric Compound Nb31 Si19

X(x~n)i ; S.

1 -58966.70 -9.78875

NbSi2, Stoichiometric Compound NblSi2

*Xx,.n) H; -S

1 -93405.20 I 27.02926

Analytical Description of the Al-Si System

General formula for the Gibbs energy:
G = XX(x,n)i *(Hi-Si *T)

The reference states are liquid Al and Si.
0 Lattice stabilities for the pure elements are from Saunders et al. (24).

Description was taken from Doemer (25)
Coefficients adjusted in the optimization are underlined.

Liquid, Substitutional Solution (AI,Si)

* X(x,n) S.__

XAl 00.00 0.00000
si00.00 0.00000

0 Ii xi *ln(x1 ) 0.00 -8.31451
XA Si -133412.60 -32.63330

XAIXSi (xAl-xSi) 6327.70 8.28036
X Al Si (xAI-xS,) 2 27496.90 0.00000
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* Appendix B: Solidification "path" Calculations

For the Nb-Si-Al system the phases that come out during

* solidification can be estimated as line compounds. Thus, for the

calculations of the solidification "paths" the equations used are based on

the assumption that phases of constant composition are solidifying. The

* solidification "path" is the path which the liquid composition follows

throughout solidification. This starts with the primary phase solidifying, the

path is described by the ternary single phase solidification equation,

* equation [7] in chapter IV. The next point of interest along the solidification

"path" is the point where the liquid composition hits the line of two-fold

saturation. This can be obtained by substituting in the single phase

solidification equations for solute n and m into the equation for the line of

two-fold saturation and solving for fraction liquid. The equation for the line

of two-fold saturation was estimated with a linear approximation as

described in secion 3 of chapter V. The equation of the line is:

CLn=M*CLm+N [B1]

substituting in equation [7] from the text and solving for the molar fraction of

liquid left at the point where the liquid composition intersects the line of two-

fold saturation (fLTF ), yields:
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SLTF = M*(Com - Cam) - (Con -C )2]
Con-M*Cam-N

* The composition of the intersection is obtained by solving the single phase

solidification equations using the value of fraction liquid at the point of

intersection (fLTF). The next calculation is to determine the amount of

* eutectic in the final microstructure. This is done by solving equation [1 la,b]

in the text for df p and dividing the two equations, which will eliminate the

df P term:

1.0 =(CaM-C m fL dCLn + (CLn-Can) dfL
Can - C n fLdCLm+ (CLm-C m)dfL [B3]

To simplify define a constant X as:

* C n- Crm "k

COn-CI~n

* rearranging and separating variables yields:

d:If L dCLm - X dCLn

fL (CLm-Crn) - X (CLn-Can) [B4]
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differenciating the equation for the line of two-fold saturation [B1], results in:

dCLn = M*dCLm [B51

substituting equations [B1] and[ B5] into equation [B4] and rearranging,

yields:

dfL _ (1- XM) dCLm

fL (1 XM)CLm -(Coam- XC an+ XN)

This equation may be integrated and solved for the molar fraction eutectic.

The integration is from CLTFm to CLEm and fLTF to fLE.

* Where:

CLTFm - liquid composition at the intersection point with line of

two-fold saturation.

* CLEm - ternary eutectic composition.

fLTF - molar fraction of liquid remaining at the intersection point

with the line of two-fold saturation.

*f LE - molar fraction ternary eutectic

* fLE = f (1 MX)CLTFm -(Ccc n - XCCa + XN)1 [B6

E LTF (1 MX)CLEm -(Ca - XCan + XN)j
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The molar fraction of the primary dendritic phase and second phases

solidifying along the line of two-fold saturation are then determined from:

fD = 1 - fLTF [B7a]

and

fTF 1 f D f LE [B7b]
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* Table 1: Dendritic Phase Composition

atomic %
0 Alloy # Nb Si Al

8 60.3 36.8 2.9
11 57.9 34.6 7.5

• 12 57.6 32.4 10.0
12b 60.43 24.6 14.97
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Table 2: Experimental Summary Alloy #8

atomic %
Nb Si Al

Co 55.0 31.0 14.0
Dendrite T1 60.3 36.8 2.9
T1 (Eutectic) 60.5 17.2 22.3
NbA13 24.5 0.5 75
Eutectic 40.0 2.0 58.0

Volume Fraction:
Dendrite = 0.88

Second
Phases =0.12

Line of
Two-fold

Saturation = 0.05
Eutectic = 0.07
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Table 3: Experimental Summary Alloy #11

atomic %
Nb Si Al

Co 50.0 20.5 29.5
Dendrite T1 57.9 34.6 7.5
T1 (Eutectic) 61.8 13.5 24.7
NbA13 25.0 0.4 74.6
Eutectic 40.0 2.0 58.0

Volume Fraction:
Dendrite = 0.7

Eutectic = 0.3

0
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Table 4: Experimental Summary Alloy #12

atomic %
Nb Si Al

Co 36.7 11.6 51.7
Dendrite T1 57.6 32.4 10.0
T1 (Eutectic) 57.33 22.17 20.5
NbAI3 22.6 0.1 77.3
Eutectic 40.5 2.2 57.3

Volume Fraction:
Dendrite = 0.33
Second
Phases =0.67

Line of
Two-fold

Saturation = 0.43
Eutectic = 0.24
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Table 5: Experimental Summary Alloy #12b

atomic %
Nb Si Al

Co 45.0 10.4 44.6
Dendrite T1 60.43 24.6 14.97
T1 (Eutectic) 60.7 18.8 20.5
NbA13 25.2 0.3 74.5
Nb2A1 64.2 1.5 34.3
Eutectic 40.0 2.0 58.0

Volume Fraction:
Dendrite = 0.42
Eutectic = 0.58
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Table 6

Volume Fraction
Data Group I Alloys

Alloy # Dendrite Second Phases
8 0.88 0.12
11 0.7 0.3
12 0.33 0.67
12b 0.42 0.58

61



Table 7: Experimental Summary Alloy #7

atomic %
Nb Si Al

Co 67.0 25.8 7.2
Dendrite T1 64.1 32.2 3.7
Nb3Al 77.0 6.5 16.5

Volume Fraction:
Dendrite = 0.71
Second
Phases =0.29
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Table 8: Experimental Summary Alloy #10

atomic %
Nb Si Al

Co 71.4 19.6 9.0
Dendrite T1 65.2 31.8 3.0
Nb3A1 77.8 9.1 13.1

Volume Fraction:
Dendrite =0.54

Second
Phases =0.46

0

0
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Table 9: Experimental Summary Alloy #13

* atomic %
Nb Si Al

Co 74.1 13.1 12.8
Dendrite T1 64.9 27.9 7.2
Nb3AI 77.2 8.4 14.4

Volume Fraction:
Dendrite = 0.26
Second
Phases =0.74
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0 Table 10

Volume Fraction
0 Data Group 2 Alloys

Alloy # Dendrite Second Phases
7 0.71 0.29

0 10 0.54 0.46
13 0.26 0.74

0
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Table 11
* Calculated Calculated Observed

Molar Fraction Weight Fraction Volume Fraction

Alloy #8

fD = 0.81 fD = 0.852 VD = 0.88

fTF = 0.146 fTF = 0.111 VTF = 0.05

fE = 0.044 fE = 0.037 VE = 0.07

fSP= 0.19 fSP = 0.148 Vsp = 0.12

Alloy #11
fD 0.563 fD = 0.613 VD = 0.7

fTF = 0.012 fTF = 0.008

fE = 0.425 fE = 0.379 VE = 0.3

fSP = .0437 fSP = 0.387
* Alloy #12

fD = 0.162 fD = 0.197 VD= 0.33

fTF-- 0.745 fTF = 0.706 VTF = 0.4 3

fE= 0.093 fE = 0.097 VE = 0.24
* Alloy #12b

fD 0.294 fD= 0.349 VD= 0.42

fTF = 0.314 fTF = 0.275

fE = 0.392 fE = 0.376 VE = 0.58

where:
fD - fraction primary dendrite

fTF - fraction of phases that solidify along the line of two-fold saturation,

L+ NbAI3 + T1.

fE - fraction eutectic

fSP - fraction of all second phases

VD - volume fraction of primary dendrite

VTF - volume fraction of phases that solidify along the line of two-fold

saturation, L+ NbAI3 + T1.

VE - volume fraction eutectic

VSp - volume fraction of all second phases
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Table 12

Calculated Calculated Observed
Molar Fraction Weight Fraction Volume Fraction

Alloy #7
fD -- 0.709 fD = 0.691 VD = 0.7 1

fTF1 = 0.268 fTF1 = 0.287 VTF1 = 0.29

fTF2 = 0.022 fF = 0.021

fE = 0.001 fE = 0.001
fSp = 0.291 fSP = 0.309 VSp = 0.29

Alloy #10

fD = 0.422 fD = 0.4 VD = 0.5 4

fTF1 = 0.542 fTF1 = 0.567 VTF1 = 0.46

fTF2 = 0.034 fTF2 = 0.0315

fE = 0.002 fE = 0.0015
fSP = 0.578 fSp = 0.6 VSp = 0.46

Alloy #13

fD = 0.144 fD = 0.1326 VD= 0.26

fTF1 = 0.847 fTF1 = 0.8573 VTF 1 = 0.74

fTF2 = 0.0085 fTF2 = 0.0097

fE = 0.0005 fE = 0.0004

fSP = 0.856 fSp = 0.8674 VSp = 0.74

where:

fTF1 - fraction of phases that solidify along the line of two-fold saturation,
L+ Nb3A + T1.

fTF2 - fraction of phases that solidify along the line of two-fold saturation, L
+ Nb2AI + T1.

VTF1 - volume fraction of phases that solidify along the line of two-fold

saturation, L+ Nb3 Al + T1
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0 Figure 8: 15000C Isothermal section, from Reference [15].

Minor modifications have been made to the Nb2A1
and Nb3A1 phase fields to match the evaluated
Nb-A1 binary diagram.
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0Nb-Al Binary Figure 13a: Reaction Flow Chart Nb-Si Binary
2100OC for the

Nb-Si-Al System
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Figure 15. An estimate of the 1850 -C Isothermal secl-ion
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* Figure 16. An estimate of the phase fields that may exist in the
temperature range 194(fC to -18200C.
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Group 1 Alloys Group 2 Alloys

LL

T1 + L T1 + L

T1 + Nb3 AI + L

T1 + NbAI3 + L

T1+ Nb2 AI+ L

Eutectic Eutectic
T1 + NbAI3 + Nb2 AI T1 + NbAI3 + Nb2 AI

Figure 20 : Solidification phase sequence
for alloy groups 1 and 2.
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Figure 21:
SEM photomicrograph of a typical primary dendritic structure,

* taken in a shrinkage cavity of an arc-melted button
of alloy 8.
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Figure 22: Alloy 8, Nb55 Si31 A114

Ti - t\J6O.3 Si 36.8 Al2 .9
NbAl3 - Nb24.5 Si.5 Al75
Eutectic* - Nb4 Si, A158

* *(NbA13 + Nb2A1 + TI)
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* Eutectic A4

* Figure 23: Alloy 11, Nbh5 Si20.5 Al 29.5

TI - Nb 57.9 Si346Al 7-5
Eutectic*- Nb40 Si2 Al58

* *(NbA13 + N-b2AI + TI)
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Figure 24. Alloy 12, Nb%67 Si 1 .6 A 51.7

Ti - Nb 57.6 Si32 .4A110

NbAl 3 - Nb 22.6 Si01j A177 3

Eutectic* - Nbh40.5 Si2 .2 Al 57,3
0 *(NbA13 + Nb2A1 + Ti)



*Figure 25: Alloy 12b, Nb45 Sil104 A1446

Ti - NTh 60.43 Si24.6 A114.97
Eutectic* - Nb40 Si2 A158

* *(NbA13 + Nb2Al + TI)

.0....----



NkN

Nb2I-NbI3 Si. A3.



t#

70

60 F

50

40

30

20

1002

tO A]

0

1 10 20 30

Figure 27: SEM photomicrograph and composition
line scan across a dendrite arm in
Alloy 8, Nb55 Si31 Al14
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Figure 29: SEM photomicrograph of primary dendrites
(dark phase) and cellular eutectic structure that
solidifies along the line of two-fold saturation in
alloy 13, Nb74 .1 Si13.1 A112.8

Ti- Nb 64.9 Si22'.9 A17.2
Nb3Al- Nb77 .2 Si8*4 A114.4
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Figure 30: TEM photomicrograph, showing the Ti
and Nb3A1 phases; Alloy 13, Nb74.lSil 3 .lA112 8.

*Ti - Nb64.9Si 27.9 A17.2
Nb3A1- Nb77 .2 Si8.4 A114.4
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